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EXECUTIVE SUMMARY  

 In 2017, the Washington State Juvenile Court Administrators (WAJCA) contracted with the 
Washington State Institute for Criminal Justice to update and expand the utility of their risk and needs 
assessment tool ð the Positive Achievement Change Tool (PACT). The expansion of the tool was outlined to 
improve predictive accuracy, make use of locally collected data, and improve the functionality of instrumentõs 
design. The contract outlined two deliverables: (1) the creation of a needs assessment; and (2) the exploration 
of a responsivity assessment tool. This technical report provides a description of the work completed for 
Deliverable 1 ð development of a needs assessment. 

 The initial needs assessment used by the WAJCA was built in 1997 to screen out/divert low-risk 
youth and provide a detailed assessment of needs for moderate and high-risk youth. This tool has been 
successfully utilized for two decades and adopted in over 20 states. However, the model was built to be 
theoretical in nature, where items, responses and domains were to be updated once sufficient data was 
collected. In 2015, Hamilton, van Wormer, and Barnoski explored the advancement of the risk assessment 
tool, outlining methods of improving prediction. The successful exploration led to the proposed expansion of 
the PACTõs functionality. Specifically, the development of needs domains that would further improve 
intervention matching and, in turn, reduce recidivism was highlighted. 

 Based on prior findings with adult assessment tools (Hamilton et al., 2016a; Hamilton et al., 2017), 
we sought to tailor the PACT for the WAJCA youth, adapting the standard set of items to fit the populationõs 
prevalence of risk and needs factors. Essentially, our work modifies the theoretically composed tool, 
removing items that are not predictive and reforming new items and domains that improve performance and 
stakeholder buy-in. Several mechanisms were applied during this customization process, including: 1) 
outcome specificity; 2) gender responsivity; 3) tool variations; and 4) a stand-alone dynamic needs assessment. 

 We first sought to update the exploratory work completed for the risk assessment. Using subject 
Matter Expert (SME) input, new Prescreen and Full PACT Assessment tools were crafted. Based on an 
updated design, we modeled Prescreen items to increase prediction and divert low-risk youth. The Full PACT 
is then used to identify the type and level of risk for moderate and high-risk youth, while further identifying 
additional youth for diversion. 

 Based on Risk-Need-Responsivity (RNR) concepts, first developed by Andrews and Bonta (2010), 
we then sought to develop a specified needs assessment to supplement risk prediction. By using dynamic 
items drawn from each assessment domain in the Full PACT, a needs-only assessment tool identifies desired 
changes within the programmatic needs of youth. Empirical testing was then used to establish the existence 
and strength of each domain, outlining the scales and subscales within the patterns of youth responses. The 
identified items are then assessed for their criminogenic associations with recidivism, identifying each 
domainõs ability to predict reoffending. When paired with the risk assessment, the stand-alone needs tool has 
greater potential to improve youth outcomes and more efficiently utilize limited programming resources. 
Completing these goals was the outlined objective of Deliverable 1.  

Our results revealed the achievement of the proposed work. Specifically, we found that: 

¶ Updated Prescreen models improved accuracy of prediction by 2% and reduced the set of items 

needed to identify low-risk youth. 

¶ Full Assessment findings identified improved variable combinations/scales and increased the 

strength of recidivism prediction, on average, by 6%. 

¶ Updated needs assessment domains were created and indicated to possess construct validity, reduced 

the number of domains, and provide a greater association between domains and available 

interventions. 
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¶ Needs models demonstrated criminogenic prediction, providing an assessment of needs that is 

specified for youthõs gender and most likely recidivism type.  

 Collectively, these findings indicate the updated risk and needs models increase accuracy of 

prediction, provide a greater underlying context for program matching and an assessment of needed 

interventions. Furthermore, the updated domain and needs model scoring, consisting of only dynamic items, 

provides criminogenic prediction for youth receiving the Full Assessment. Further, recidivism outcome types 

are better predicted by some domains than others, allowing for the ranking of domain importance in reducing 

recidivism. The ranking of domains is considered to be a substantial benefit of the updated models, allowing 

case managers to prioritize programming and intervention provision that will have the greatest impact for a 

given type of youth. 

 While further SME input is needed to finalize the assessment tools created, the presented findings 

represent a culmination of work developed to improve prediction of recidivism and assist with case 

management. The new design of the instrument adds complexity in an effort to provide more detailed 

information to case managers and, in turn, improve youth outcomes. This work represents the first 

deliverable and additional work will be completed to establish how needs and youth profiles interact with 

programming. Our intent is to identify both specific and general responsivity of available WAJCA evidence-

based practices. 

 Recommendations and further considerations surround additional SME collaborations to further 

develop and establish Risk Level Categories and Needs Level Categories, keeping category proportions in line 

with current/future policies, practices, and resources.  We suggest further consideration for the WAJCA 

definition of recidivism, exploring mechanisms for additional optimization. Also, there is an opportunity to 

combine findings with that of the other juvenile justice population, Juvenile Rehabilitation (JR), indicating risk 

and need level that are representative of the juvenile justice population a whole. Additional consideration 

should also be given to the prediction of future sex offending. While the current models do not provide said 

model prediction, the development of a PACT sex offense risk and need models may provide greater utility 

of instrument content. Finally, it is suggested that a program-gap analysis be outlined for future examination. 

This type of analysis may be used to examine whether the right types of interventions are available and help 

reorganize resources to address youth needs. 
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INTRODUCTION  

 The use of risk and needs assessment has grown substantially in the last two decades. Since their 
initial expansion from adult to juvenile tools and from static-only to the inclusion of dynamic items, 
assessments have advanced to provide ever-increasing detail and prediction (see Andrews & Bonta, 2010: 
Hamilton et al., 2016).  Working with the Washington State Juvenile Court Administrators (WAJCAs), 
Barnoski (2004) provided one of the initial advances for risk assessment generally and juvenile assessments 
specifically, through the creation of the Washington State Juvenile Court Administrators Risk Assessment 
(WAJCA-RA). At the time of its development, the WAJCA-RA was viewed as one of the most advanced 
tools, pairing risk, need, and protective items in both a prescreening and full assessment format.  

 Due, in part to these advances, the assessment instrument was adopted by several states, developed 
for software applications, and rebranded by two companies (ORBIS & Vant4ge) and several states (e.g. 
Oregon, Utah, and Iowa). Since its inception, the instrument has remained a valuable tool for diverting low-
risk youth and assessing programming needs. However, best practices outline the need to reevaluate 
instrument performance and make modifications where needed. Until recently, the WAJCA-RA/PACT has 
remained relatively unchanged since its initial development. 

 Beginning with an exploratory analysis in 2015, the WAJCA contracted with Washington State 
University (WSU) to explore the advancement of the PACT. Using a large sample (N= 32,699) of 
Washington State probation youth, advanced statistical algorithms, as well as gender and outcome specific 
modeling, initial findings indicated substantial improvements in prediction strength (Hamilton, van Wormer, 
& Barnoski, 2015).  In 2017, WAJCA again contracted with WSU to refine the models developed and 
advanced prediction further, through the creation of a needs and responsivity assessment. The current study 
provides the results from Deliverable 1 ð development of a needs assessment.  

Issues of Prior Risk Assessment 

 The use of empirical, or statically derived, assessment instruments has evolved through the 
development of sequential generations (Andrews, Bonta, & Wormith, 2006). First generation assessments 
relied on the discretion of practitioners to determine an offenderõs likelihood of reoffending, creating 
idiosyncrasies and a lack of standardization (Schwalbe, 2007). Subsequent generations introduced the use of 
statistically derived risk scores, which, in turn, allow the practitioner to develop risk-appropriate supervision 
modalities (Schwalbe, 2007). The transition from second to third generation risk assessment instruments 
established the inclusion of dynamic factors, allowing for greater predictive accuracy and programmatic 
approaches to reduce recidivism (Schwalbe, 2008).  

 It is important to note that while most advancements strive to increase utility, moving from one 

generation to the next does not necessarily increase an instrumentõs predictive strength (Brennan, Dieterich, 

& Ehret, 2005; Hamilton et al., 2016). Specifically, tools implemented without an understanding of local 

context and agency needs, lack fidelity upon implementation (Taxman & Belenko, 2011). An understanding 

of not just the likelihood but also the type/severity of recidivism is another important consideration 

(Barnoski & Drake, 2007; Barnoski, 2012; Hamilton, van Wormer, & Barnoski, 2015; Hamilton et al., 2016a). 

Finally, the varying pathways and predictors of males and females may influence prediction and programming 

needs of youth (Broidy, Payne, & Piquero, 2018; Chesney-Lind & Rodriguez, 1983; Funk, 1999; Reisig, 

Holtfreter, & Morash, 2006; Schwalbe, Fraser, & Day, 2007). Addressing these considerations, with the 

assistance of a Subject Matter Expert (SME) group, will inform and guide proper implementation of a new 

instrument, consisting of modifications of an existing tool.  

 
Local data 

 In an effort to move risk/needs assessment work into the next generation of effectiveness, there is a 
notable and current gap of evidence. Specifically, most instrument developers view their tools, items, and 
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responses as static, or part of a product package (Hamilton, et al., 2016a). Rooted in psychological 
assessment, criminal and juvenile justice assessments take a diagnostic approach, counting an individualõs 
attributes/scores until a threshold is exceeded, and the person is then identified by a risk level (e.g. high, 
moderate, and low). A primary assumption of psychological assessments is that the outcome/condition is 
organic, or universally observed within all humans that have a similar outcome/condition (Desmarais & 
Singh, 2013; Hamilton et al., 2016a; Hamilton et al., 2017). However, when recidivism is the outcome 
predicted, local statutes and population variations will alter the items, responses, outcome descriptions, and 
definitions, as well as the importance of each item included in the prediction equation. While developed for 
Washington State, the PACT items and responses were viewed as ôtheoreticalõ at the time of development and 
intended to be adjusted and refined once a sufficient sample of assessment and recidivism data could be 
gathered (Barnoski, 2004).   

 Furthermore, there is a lack of understanding among practitioners and juvenile administration 
concerning how risk assessment tools are designed or developed and the ways in which predictive 
performance is affected. When a tool is developed and initially validated, the items are selected from a pool of 
potentials. Those selected may function accurately for the development population in which the tool was 
created to serve. However, there has been limited research to date that indicates how potential variations in 
items or weights of importance differ across other non-development populations. When validation statistics 
are presented in the literature, a site implementing a tool may perceive that the tool is universally valid and 
will perform similarly for their agency. However, recent findings have indicated several instances when that 
was not the case (Barnoski & Drake, 2007; Ostermann & Herrschaft, 2013). 

 Attaining an optimal level of predictive performance, or validity, is the central goal for risk 
assessment developers. We contend that the success of the PACT (or any instrument) is directly related to its 
assessed accuracy where applied. Based on prior findings using both adult and juvenile samples (see Barnoski, 
2010; Barnoski & Drake, 2007; Hamilton & van Wormer, 2015; Hamilton et al., 2016a) several customizable 
solutions have been identified. When implemented, these solutions may provide a small-to-substantial 
predictive performance impact. Moreover, the additive effects of customized additions have the potential to 
produce an optimal design and improve predictive performance for the sample, jurisdiction, and the juvenile 
justice system. 

Customization Solutions 

 A recent trend in assessment development involves a process of: adjusting risk category thresholds, 
selecting items and optimizing current response weights of a tool to better tailor it to local population 
variations and jurisdiction needs (Hamilton et al., 2016a; Hamilton et al., 2017). Instrument tailoring is the 
process of taking the previously described off-the-shelf tool and adapting the standard set of items to fit the 
populationõs prevalence of risk and needs factors. This process optimizes the predictive performance of the 
tool for the local jurisdiction and is viewed as an assessment of the jurisdictionõs responsivity to the tool 
(Hamilton et al., 2017). The central takeaway is that a theoretically composed tool (such as the PACT) can be 
modified from its original form, removing items that are not predictive and adding new items that improve 
performance and stakeholder buy-in. There are several mechanisms that, when applied, customize a tool for 
an agencyõs population. Specifically, we focuses our review and eventual testing of instrument development as 
it pertains to: 1) outcome specificity, 2) gender responsivity, 3) tool variations, and 4) a stand-alone dynamic 
needs assessment. 

1)  Outcome Specificity 

 The creation of different models is a vital step in the validation process, as it is important to know if 
a person has a higher propensity to commit a certain type of offense (e.g. property vs. violent offending). By 
ôdigging deeperõ and narrowing in on new models, limited resources can be more strategically applied.  
Supervision levels, techniques and treatment/interventions can also become more targeted. The targeted 
outcome for this project was reconvictions for both felony and misdemeanor charges, which was defined as 
ôanyõ recidivism.  More specified model variations are created, and each outcome modeled independently, 
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selecting and weighing items separately to create increased prediction strength for the outcome in question. 
Based on discussions with SMEs, we present risk assessment modeling variations for five outcomes, 
including: felony, violent, property, drug, and ôanyõ recidivism. 

2)  Gender responsivity 

 Another variation worthy of specified modeling is gender. Gender responsivity has been discussed 
since the emergence of fourth-generation tools (Baglivio & Jackowski, 2013). This awareness has combined 
with growing attention on an increased number of female youth coming into contact with the juvenile justice 
system (OJJDP, 2010; Schwalbe, 2008). The potential disadvantage of using instruments across genders is 
that gender-neutral instruments tend to overestimate risks of girls, which leads to harsher dispositions and 
lower predictive validity (Leiber & Mack, 2003; Schwalbe, 2008; Schwalbe, Hatcher, & Maschi, 2009). 
Furthermore, studies that support the needs of gender responsive instruments have identified substantially 
different gender risk profiles, gendered decision making, and gendered practices (Cottle, Lee, & Heilbrun, 
2001; Flores, Travis, & Latessa, 2003; Funk, 1999; Leiber & Mack, 2003; Piquero, Gover, MacDonald, & 
Piquero, 2005; Mears, Ploeger & Warr, 1998; Schwalbe, 2008; Schwalbe, Fraser, Day, & Cooley, 2006; 
Thompson & McGrath, 2012). The results of these studies indicate that risk assessment instruments that 
ignore differences between genders are not suitable for girlsõ risk assessment because their gender biased 
scoring results in low predictive validity. Based on prior research (Hamilton et al., 2016; Hamilton van 
wormer, & Barnoski, 2015), separating males and females into individual samples to produce gender specific 
models, both improves the context and accuracy of prediction. To account for gender specificity of 
prediction, we created two sets of models to study gender variations. Models for each of the five outcomes 
described were computed for both samples independently, selecting and weighting items separately, across 
gender.   

3)  Tool variations 

 As indicated, the PACT consists of a Prescreen and a Full Assessment. Currently, only the Prescreen 
tool is scored to assess a youthõs risk level and these prescreen scores are indiscriminate in the selection and 
weighting of items. That is, most items are provided a weight that represents the response value. For example, 
a youth with no prior felonies is scored ôzeroõ, those with one are scored ôoneõ, and those with two or more 
are scored ôtwoõ. Some items make use of weights that are not single unit increases (i.e. 0, 2, & 4) but this 
weighting structure was created based on an ôeducated guessõ (or theoretical design) and not scored using an 
underling statistical model. We sought to explore potential adjustments to the PACT scoring schematic in an 
effort to improve predictive accuracy. To make potential adjustments, youth that received Prescreen 
assessments were analyzed, modeling predictors for ôanyõ recidivism. Youth receiving a full PACT were then 
analyzed, modeling predictors for all five outcomes and for each genderõs subsample, resulting in a total of 10 
prediction models.  Along with the validation of the current PACT scoring formulations, we present 
predictive accuracy findings of the updated PACT Prescreen and Full Assessment models, demonstrating 
improved predictive validity through alternative scoring schematics.  

Needs Assessment 

 While the concept of assessing needs has been a part of both adult and juvenile tools for over three 
decades, the appropriate use of needs, as a method to identify programmatic needs, has not been fully 
achieved. Many tools misuse the underlying intent, claiming to provide a ôrisk-needsõ assessment simply by 
including dynamic items. As part of the Risk-Need-Responsivity (RNR) model, Andrews and Bonta (1994; 
2010) outlined several components necessary for the assessment and use of needs within an instrumentõs 
functionality, which have been further advanced by recent findings.  

1. Needs are temporary attributes of an offender that affect the likelihood of law-violating behavior and recidivism.  

 Needs items can be used to identify qualities of offenders that match service and treatment 
interventions, where the intended purpose of an intervention is to provide a method to ameliorate the 
offenderõs need within a given domain(s) (Andrews & Bonta, 2010).  However, the intent of a needs assessment 
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is different than that of a risk assessment. Therefore, the mixture of static and dynamic items within domain 
subscales would represent a departure from the original, conceptual intent proposed for RNR assessments.  

2. Needs domains must be structured and tested to assess their underlying construct.  

 Assessment tools are often sub-divided into domains, with each domain containing a set of items that 
represent an underlying construct, such as education, aggression, or family needs. Once assessed, scores from 
these item subsets describe the youthõs needs for programming and interventions in a given area. The RNR 
model suggests that programming and interventions provided to address a given need area will reduce scores 
for said subscale and, in turn, the youthõs risk of recidivism. To achieve this goal, one must assume that the 
items within a given domain are measuring the underlying construct (e.g. education, aggression, or family 
needs) and not that of a different need (e.g. attitudes, mental health, or skills). Furthermore, one must assume 
that items within a domain are comprehensive and work together to form a single scale. 

 As described, the initial PACT tool was developed with nine needs domains (plus criminal history) as 
a theoretical model, to be adjusted once sufficient data has been collected. Often overlooked by assessment 
developers are well-established empirical methods used to establish and structure needs domains. Through an 
examination of item interrelationships, research can establish and confirm the existence of needs domains and 
their relative strength for measuring their underlying concepts. 

3. Criminogenic needs scales must be empirically modeled.  

 While offenders may struggle with a multitude of needs, only those which are empirically related to 
recidivism should be included in needs assessments. Targeting needs and/or including additional items in a 
scale that do not influence a youthõs propensity to reoffend creates prediction noise and reduces the toolõs 
performance. Statistical models, assessing the association of needs to recidivism, is a requirement of the RNR 
model and advanced statistical models should be considered, examining how needs combine within a 
predictive domain (Hamilton et al., 2016b). 

4. Weighting coefficients can improve performance.  

 As described previously, tailoring the needs assessment to a population (by weighting items and 
responses) provides greater prediction, takes into account empirical and theoretical nuances of the 
population, and can more accurately assist case management (Hamilton et al., 2016b). 

5. RNR theory can be advanced with contemporary concepts, such as outcome and gender specific modeling.  

 As risk assessment has evolved, the concepts of outcome specific and gender responsive modeling 
are key contributors to the understanding of individualsõ specific pathways to reoffending. We contend that 
the solution is the use of multiple needs assessment models, selecting and weighting items separately for each 
outcome and gender to identify the complexity of prediction and improve performance. 

 Based on RNR concepts, first developed by Andrews and Bonta (2010), we sought to develop 
specified needs assessment to supplement risk prediction. By using dynamic items drawn from each 
assessment domain in the full PACT, a needs-only assessment tool will identify desired changes within the 
programmatic needs of youth. Empirical testing is then used to establish the existence and strength of each 
domain, outlining the scales and subscales within the patterns of youth responses. The identified items are 
then assessed for their criminogenic associations with recidivism, identifying a domainõs ability to predict 
recidivism generally and the methods of optimizing needs items to predict for specified outcomes (i.e. felony, 
violent, property, and drug recidivism). An assessment focused on dynamic items, established and confirmed 
domains, and criminogenic needs will better guide assignment to interventions, reducing needs, and in turn, 
reducing a youthõs overall risk to recidivate. When paired with the risk assessment, a stand-alone needs tool has 
greater potential to improve youth outcomes and more efficiently utilize limited programming resources. 
Completing these goals was the outlined objective of Deliverable 1. In the next section we outline the 
development of an updated PACT risk and needs assessment model. 
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METHODS  

 To complete Deliverable 1, a robust research design was developed. First, we created a sample frame 
of youth that completed the Prescreen or Full PACT Assessment, as well as their associated recidivism. Next, 
we examined potential item combinations and developed the updated risk assessment models. This process 
was completed for the Prescreen and again for the Full PACT assessment, further modeling felony, violent, 
property, drug, as well as any recidivism outcomes. Cut points, or thresholds, were then set to determine Risk 
Level Categories (RLCs) with an updated, hierarchical design. Next, we developed the needs assessment. 
First, we identified dynamic items, creating a separate dataset. We then analyzed the underlying 
constructs/domains to identify and confirm the updated scales and sub-scales of youth needs. Needs items 
and scales were then modeled, by domain, outcome and gender, to predict recidivism. Finally, needs model 
cut points were established, outlining high, moderate and low Needs Level Categories (NLCs). The current 
section describes the sampling frame and analytic plan. 

Sampling Frame 

 Working with the Washington State Center for Court Research (WSCCR), a sample of youth that 
completed Prescreen and Full Assessment PACTs were identified. Based on SME input, the sample frame 
was limited to assessments completed between 2005 and 2015, to coincide with a 2005 policy modification1 
and to allow for a sufficient follow-up duration needed to observe recidivism. To coincide with statistical 
modeling assumptions, we focused our analysis on ôinitialõ assessments, removing reassessments from the 
available data. Recidivism was defined as a new charge committed within the first 18 months following the 
initial assessment date, in which an adjudication was indicated within 12 months of the charge date. The 
crime types were also identified and categorized as ôanyõ (misdemeanor or felony), ôanyõ felony, violent, 
property, and drug. The Revised Code of Washington (RCW) was provided for each charge and the 
Washington State Institute of Public Policyõs (WSIPP) severity index was used to categorize offense types. 
Youth without the requisite 30-month follow-up period following the initial assessment were deemed 
ineligible for study inclusion. Using these criteria, we identified a Prescreen sample of 64,746 and a Full 
Assessment sample of 50,862 youth. To create gender specific prediction models, separate Prescreen and Full 
Assessment samples were created for male and female youth.  

Descriptive Statistics 

Using the samples described, PACT items and responses, as well as recidivism measures, were 
examined. Univariate descriptive statistics for prediction for all models are presented in the Appendices; 
where Appendix I provides Prescreen, and Appendix II provides Full Assessment descriptive statistics. It 
should be noted that all youth are provided a Prescreen assessment, while only moderate or high-risk youth 
(assessed with the current PACT scoring) are provided a Full Assessment. Although some low-risk youth are 
provided a Full Assessment, that is more the exception than a common occurrence. Within both tables, the 
original value indicated for each item, along with columns indicating the proportions of youth identifying 
each response, itemsõ means and standard deviations, are provided for the total sample, as well as males and 
females separately. While there are many items and response values to review in both tables, generally, these 
tables serve as a report of all items possible for the inclusion in the risk and needs models, where potential 
needs assessment items are indicated in the ôdynamicõ column. 

Analytical Plan 

 Our analysis was then completed in an effort to construct three sets of models. First, we developed 
the updated risk assessment models. We began by testing modeling assumptions. In particular, due to the 
large number of items used (k=201) multicollinearity was a concern. The Variance Inflation Factor (VIF) was 
utilized to test multicollinearity. Results indicated no issues with multicollinearity for the items to be utilized 
in the prediction models.  

                                                           
1 In 2005, a substantial upgrade was made to data collection, training and quality assurance procedures for the PACT. 
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 Next, to identify how items and responses work together and to form risk scales, Principle 
Component Analyses (PCA) were completed.  While other methods of scale creation/data reduction exist, 
PCA is considered ideal when the purpose of the data analyses is to use minimum component(s) to explain 
the maximum variance. When creating the risk assessment tools, our purposes were to combine and reduce 
the number of assessment items in an effort to reduce labor, create coding consistency and increase face 
validity. These needs aligned with the PCA approach. 

Statistical Prediction Algorithms 

 Next, the updated Prescreen tool was developed, selecting and weighting each item found to be 
predictive of ôanyõ recidivism. Using a customized statistical algorithm, models were created, optimizing risk 
scale development to predict ôanyõ recidivism for male and female specific samples. The set of algorithms 
utilized are part of a customized code, called a ôbatch algorithmõ, in which WSICJ has developed and 
implemented successfully in previous analyses. The term batch references the use of multiple algorithms 
somewhat simultaneously. As prior research has indicated (Hamilton et al., 2016a; Hamilton, van Wormer, 7 
Barnoski, 2015), algorithm performance varies from sample-to-sample; where some algorithms work best in 
small versus large samples, others with a small versus large numbers of items, and still others with frequent 
versus infrequent recidivism events (i.e. base rates).  

 The first model type, termed the LASSO (least absolute shrinkage and selection operator), is 
designed to handle a high volume of items from which to select and include in the final model.  In order to 
achieve a balance of both predictive power and high dimensionality (high volume of items selected), the 
algorithm penalizes items with shared variance explaining the output, shrinking the weights for one to make 
room for the other.  It can shrink a weight as far as zero, effectively eliminating it from the model entirely. 

 Another technique, termed ridge regression, performs similarly to the LASSO, only there is a 
constraint preventing the model from reducing any weights to zero.  Weights can approach zero but never 
equal zero, which means all items are retained in the final model.  A technique called elastic net was also used, 
which is a compromise between LASSO and ridge. Some weights can be reduced to zero, similar to LASSO, 
but more are retained than is achieved with LASSO. 

 A fourth technique used is the LARS (least-angle regression).  LARS is a stage-wise procedure that 
selects items and weights them in a sequence.  First, it adds and weights the item with the highest predictive 
power, weighting to minimize error in prediction of the outcome. After that, it adds a second item, a third 
item, and so on, each time selecting and weighting each additional variable in order to minimize the remaining 
error left in the entire predictive model. The model stops (converges) once no further item reduces the error. 

 The fifth method was a boosted regression. Boosting is a meta-algorithm, which runs multiple sub-
algorithms in a series, where each new model in the series learns from the preceding one.  Each model 
computes and weights the items in the instrument. The predictive performance of each model on each case 
(offender) is tested, and the test results are passed to the following model. Cases that the preceding model 
predicted accurately are ignored in the following model, having already made the correct prediction. Instead, 
model weights in the next algorithm train more heavily on cases that were inaccurate, maximizing the number 
of correct predictions over the sequence of steps. Some items are dropped from the selection pool in this 
way, and the number of iterations in the series is fixed at a certain number. For the purpose of this research, 
100 boosted models are used. 

 Finally, a custom step-wise procedure was written to maximize predictive performance. The amount 
that each item increases the predictive performance of the model is computed, selecting the items that add 
the most to the instrumentõs predictive power on a test dataset.  Predictive power was measured via a statistic 
called the ROC AUC (receiver operating characteristics area under the curve). An AUC value of .5 is 
tantamount to be no more predictive than a coin toss, whereas an AUC value of 1.0 would be perfect 
predictive accuracy (see Rice & Harris, 2005). The model stops adding items once no further additions can 
increase the model AUC. 
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 Given the variation in samples, items, and outcome base rates, we use a set of algorithms, each 
designed to provide a special feature that another may not2. If, for any given model, an item is selected, we 
identify it for another round of processing. In the second round, we take all selected items and enter them 
into a final boosted regression, which provides weights (or values) to each item in a given model. This process 
was completed twice for the Prescreen assessment, predicting ôanyõ recidivism for males and female and 10 
times for the full PACT assessments, further modeling felony, violent, property, drug, as well as any 
recidivism outcomes for both males and females. Finally, each model is reviewed by a WAJCA created SME 
group, identifying items to be adjusted, added, or removed to improve face validity. 

Validation 

 Assessing the predictive performance of each model was conducted using a validation technique 
referred to as K-fold cross-validation. Generally, there are two steps needed to validate a risk assessment 
instrument: training of the risk model based on a set of data and then testing the created models on a new set 
of data that the model has never seen before (to assess how well it makes correct predictions). Simpler 
methods that employ this technique often use a split-sample procedure, separating the data into two equal 
halves: one for training, the other for testing. The limitation with this method is that it does not use all of the 
data available for each of the two steps, only one half. 

 A method that resolves this limitation is K-fold cross validation, which partitions the dataset into 10 
equal parts at random. Nine of the parts are used for training the risk model, with the remaining part used for 
testing. This process is then replicated/repeated 10 times, with a different tenth of the data used for testing 
each time. The performance metrics of the predictions for each of the 10 subsets are then summarized to 
yield a single score. The performance metric used was the ROC curve and its associated AUC statistic. 
Industry standard identifies four ranges/effect sizes of AUC values ð negligible (<.56), small (0.56-0.63), 
moderate (0.64-0.70), and large (>0.71) (see Rice & Harris, 2005). It is important to note that AUC statistics 
were also computed for the current PACT scoring, for the purpose of comparing improvements gained using 
updated modeling. 

 Risk Level Category (RLC) Cut Points 

 Next, we set cut points, or thresholds, to determine RLCs (i.e. low, moderate and high). Briefly, all 
risk and needs instruments consist of a set of items and responses in which the individual is assessed. This 
can be completed with a review of the individualõs criminal history and the interview. While most tools are 
built on one sample, to be gender neutral, and with a single outcome, we built the updated PACT using 
multiple data sources and statistical algorithms used to predict recidivism on tens of thousands of offenders. 
Response values for each item of the assessment provide a score, where the scores for all responses are 
summed to create a total score. The total scores from each youth are then analyzed and their risk level, or 
category, is determined based on their scoreõs reference to all others in the sample. By identifying the 
collective distribution of total scores, we can identify the ôaggregateõ, or collection of scores, which often 
forms a normal distribution, or bell curve (see Figure 1).   

  

                                                           
2 It should be noted that for each of the models described above, modifications were made so that negatively weighted 
items are always dropped from consideration by the selection procedures.  Items were coded in such a way so that 
positive relationships with recidivism should be expected based on criminological theory.  Item weightings found not to 
be consistent with theory were eliminated from the item selection pool. 
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Figure 1. Illustration of Aggregate Risk Score Distribution and Cut Point Creation 

 

  

 Cut points are then established to identify youthõs RLC. To determine who is high-risk, varying 
metrics can be used, but the most accepted method is to set cut points in reference to the average rate of 
recidivism, or ôbase rateõ. The base rate is simply the rate of recidivism for the entire population, regardless of 
risk. The cut point is then set at a determined value above the base rate (typically two-to-three times). For 
example, if a risk assessment ranged from zero to 100, had an average risk score of 50, and a recidivism base 
rate of 25%, we would identify the risk score associated with a 50% probability of recidivism. If, for instance, 
the score associated with a 50% probability was 74, we would determine that anyone scoring 75 or above, 
would be identified as High Risk. 

 Based on our proposed hierarchical design, this process is completed for multiple outcomes, selecting 
and weighting items that are most predictive for felony, violent, property, drug and ôanyõ offense, identifying 
youth that are ôHigh Riskõ for each outcome. Once cut points are set for each outcome, the RLC is 
determined based on the highest level (or severity) of risk. This design is organized to identify those youth 
that specialize, or have a propensity for one type of recidivism, versus those that are more opportunistic. 
First, a youthõs Prescreen score will determine if they are low-risk and meet the criteria for diversion. They are 
then scored on the full PACT, and if they do not exceed the cut point on the ôanyõ recidivism, then they are 
identified to be low-risk and eligible for diversion3. However, if a youth exceeds the cut point on the drug 
model, they are identified to be Level 2 ð High Drug. If they exceed the cut point for the property model they 
are identified to be Level 3 ð High Property. If they exceed the cut point for the felony model, then they are 
identified to be Level 4 ð High Felony. If they exceed the cut point for the violent model they are identified 
to be Level 5 ð High Violent. Finally, if they exceed the cut point for all four high-risk models, then they are 
identified to be Level 6 ð High Diverse. That is, if a youth exceeds the cut point on the violent models, they 
are identified to be Level 5 (high violent).  If a youth exceeds more than one, but not all high-risk models, the 
highest RLC is selected. This hierarchical ranking of risk could be established based on the JCAõs priority of 
recidivism prevention and is depicted in Figure 2. 

  

                                                           
3 This is additional method of diverting youth is created, by design, to act as a safeguard for those youth with a greater 
level of protective factors that are not captured by the Prescreen tool. 
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Figure 2. PACT Hierarchical RLC Design 

 

  

 Based on the outlined design, a review of outcome base rates and an understanding of the current 
RLC proportions, we operationalized the updated RLCs. Table 1 provides the operational definitions, base 
rate, and cut point for each model. Readers should note that risk model scores which exceed the cut point 
may possess a probability of recidivism that is equal-to-or-greater than the point listed in Table 1. 
Furthermore, to prevent over-classification, the base rate used is for the overall sample identified for all youth 
completing the Prescreen assessment and is gender-neutral. 

Table 1. RLC Operationalization 

RLC Definition  Base Rate% Cut point (Sample recidivism %) 

High Violent 2X base rate 14 28 

High Felony 2X base rate 16 32 

High Property 50% base rate increase 19 29 

High Drug 50% base rate increase 5 8 

Moderate Not High or Low Risk -- -- 

Low  50% base rate reduction 34 17 

 

 Each RLC and cut point was then vetted by the SME group to determine the appropriate size of 
each category and the best reference point for high-risk categories. The SME group was also tasked to 
identify the impact that the updated design and RLCs will have on policy, supervision strategies and program 
placement criteria4. Readers should note that, throughout the development process, RLC comparisons 
between the current (original) and updated PACT scoring models are provided. Specifically, RLC proportions 
and rates of recidivism for each category are offered as a reference to identify the relative improvement of the 
updated models. 

  

                                                           
4 At the time of writing this report, SME vetting of RLCs was still underway, where final placement may alter what is 
presented here. 



 

12 | P a g e 
 

Needs Assessment 

 Before describing the methods used to create the needs assessment, it is first necessary to describe its 
design. The design is outlined to work with the risk assessment, allowing RLCs to then determine youthõs 
needs. That is, a youthõs most likely type of recidivism is linked to needs items that are predictive of that 
particular outcome type. This risk-to-needs design was developed previously (see Hamilton et al., 2016) and is 
described here as a filtering process. 

Needs Assessment Design  

 The development of the needs assessment takes advantage of the large pool of items collected as a 
part of the Full Assessment, restricting classification of needs to dynamic items. This instrument development 
method allows for an assessment of a youthõs reduction in needs during the course of supervision. The 
proposed needs assessment development extends prior risk assessment efforts, constructing models 
separately for males and females, using multivariate item selection, analytic weighting, and specified prediction 
models for felony, violent, property, drug, and ôanyõ recidivism. While the exact items selected, and their 
weighted scores differ from the PACT risk assessment, the items selected are drawn from the same pool 
collected in the Full PACT Assessment5. The difference is that those calculated for needs provide scores 
within each of outlined domains and utilize only dynamic items. The following sections outline the details of 
that development process. 

 The utility of the needs assessment operates within an outlined continuum of the PACT assessment 
system. The application first uses static and dynamic items to determine an individualõs risk score and 
classification level. The updated PACT design has four outcome-specific and two general recidivism 
prediction models. Using model specific algorithms, the individualõs response data is weighted and processed 
into RLCs. More specifically, once an offenderõs responses have been collected on all items in the PACT 
assessment item pool, these responses are weighted and scored.  

 To illustrate further, if a given youth enters the JCA system and is assessed on the items in the Full 
PACT Assessment item pool, the PACT algorithms for each of the five models are then scored. For example, 
if a youth scores as ôhigh-riskõ for both the Violent and Drug risk assessment models, the highest ranking 
would be selected, identifying the offender as Category 5 ð High Violent. The Violent Needs Model 
algorithm would then be applied, and the software would return the offenderõs scores/classification needs 
(i.e., high, moderate, and low) within each domain that predicts violent recidivism. This process is diagramed 
further in Figure 3. 

  

                                                           
5 Once assessment data are collected, developed software applications is needed to compute separate algorithms, for 
both risk and needs assessments. 
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Figure 3. Diagram of Risk and Needs Scoring Process 

 

 This filtering process from the general pool, to risk category, to needs scores provides additional 
specificity for case managers. The added complexity is necessary to allow case plans to focus intervention 
efforts on reducing an individualõs assessed criminogenic needs category, which is designed to have the 
greatest strength in predicting a youthõs specific recidivism risk type. However, despite the described 
complexity, this process all takes place in the background, where the work of scoring risk, classifying youth, 
and applying weighted needs scores is based on a system of algorithms computed through a unified software 
platform. 

Needs Assessment Development 

 Following this design, we developed the needs assessment6. First, we identified a subset of dynamic 
items, creating a separate dataset. These items are identified in the Washington State Juvenile Court 
Assessment Manual (Version 2.1) as ôDynamicõ. These items are currently subdivided into 10 domains ð 
school, free-time, employment, relationship, family/living arraignments, mental health, attitudes/behaviors, 
aggression, and skills. As described, these domains were theoretically constructed and may not align with 
current standards for scale construction. To validate the appropriate number of items and domains, we 
analyzed the underlying constructs/domains to identify and confirm the development of updated scales and 
sub-scales of youth needs. This process was completed using both exploratory and confirmatory factor 
analysis (EFA & CFA). Both scales and single items were then modeled, by domain, outcome and gender, 
predicting recidivism. Again, predictive validity statistics are presented describing the accuracy of each scale. 
Finally, needs model cut points were created outlining high, moderate and low Needs Level Categories 
(NLCs). This section describes the analytic plan utilized to develop the needs assessment. 

Factor Analysis 

 Determining the number of items and domains within a needs assessment is an important process. 
While one can use logic to generate questions and place them into categories, determining if the categories 
measure ôyouth needsõ is a more complex task. That is, the process is notably different form creating a risk 
assessment, as a risk assessment has an observable (manifest) outcome ð recidivism. However, needs are 
subscales that do not have an observable outcome and thought to be indirectly related to recidivism. Due to 
the lack of a directly observable outcome, needs are defined as latent constructs. To determine the most 

                                                           
6 While readers may note that the development of a needs assessment was the primary deliverable, due to the design of 
the needs assessment, the risk assessment was first updated and added to the project task list. 
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appropriate combination of items into domains, analytic approaches are necessary to identify and validate 
domains empirically. 

 In order to create and validate the construct validity of PACT needs domains, we completed two sets 
of analyses. First, we utilized EFA to identify the best combination of items and number of domains/scales. 
A second set of analyses, CFA, was then used to confirm, or validate, the existence and strength of the 
created scales. Specifically, this study tested the PACTõs internal latent structure via rigorous psychometric 
analyses. Specified statistical indicators (model fit indices) were used to determine whether created scales meet 
industry standard thresholds. We further outline the relative strength of the construct validity findings. These 
model fit indices include the Comparative Fit Index (CFI), Tucker Lewis Index (TLI), Root Mean Square 
Error of Approximation (RMSEA), and associated rules to evaluate the goodness of the IRT/IFA models7. 
EFA model evaluation criterions also include the Kaiser-Guttman rule, goodness of fit, strength of the 
loading/cross-loading, and theory as foundation to facilitate the model evaluation process as suggested by 
Mei (2018). The scale reliability was estimated via the Cronbachõs alpha coefficient. 

Needs Models 

 Following the creation of needs scales, we proceeded to develop needs models. Based on RNR 
concepts, each need item and scale must be determined to be criminogenic, or possess a statistical 
relationship with recidivism. Prediction models were computed within each domainõs scales and items to 
determine their criminogenic relationship with recidivism. That is, separate domain specific models were 
created, using the previously described ôbatchõ model processes used to create the updated risk models, to 
select and weight items that predict recidivism. These modeling procedures were broken-down further by 
gender. Thus, the procedure selects and weights a unique set of items/responses by gender, outcome, and 
domain-specific modeling. Combining the assessments created for each domain (8), recidivism type (5), and 
gender (2), provides for a total of 80 independent models, which form the needs assessment tool.  

Need Level Categories (NLCs) 

 Similar to the development of the risk assessment models, youthõs needs scoring was then divided 
into high, moderate, and low-need categories. Unlike the risk assessment development, NLCs are not 
hierarchical, where each of the 80 models provides one of three category levels. As the needs assessment 
models make use of Full Assessment dataset, high-risk categories were set to be roughly two-times the base 
rate, while low-risk categories were set to be equal-or-less-than the base rate for a given model type. It is 
anticipated that the NLCs provided for youth will assist in determining programming needs and eligibility. 

 

RESULTS 

 As outlined in the analytic plan, findings are organized accordingly and presented in this section. 
First, we present findings from the Prescreen prediction modeling efforts. Next, we describe PCA findings. 
Full Assessment risk prediction model results are presented next. Updated RLCs, using the Prescreen and 
Full Assessment results are then presented. Next, EFA and CFA results are presented, followed by need 
models results. Finally, a discussion of NLC category findings are provided. 

Prescreen Risk Prediction Models 

Based on SME discussion, the recalibration of the Prescreen tool was needed for two reasons. First, 
an improvement in the predictive accuracy was anticipated via item weighting. Second, through item 
selection, removing non-predictive items reduces assessment labor demands. Using the methods described in 
the analytic plan, a final male and a female model was created. Findings are presented in Table 2. Items and 

                                                           
7 The general guidelines and industry rules for these model indices are RMSEA< .10 = Marginal Fit, RMSEA <.08 = 
Acceptable, RMSEA<.05 = Close fit; SRMR <.08 = Acceptable fit, SRMR <.05 = Good fit; CFI/TLI >.90 = 
Acceptable fit, CFI/TLI >.95 = Good fit (Brown, 2014, Wang & Wang, 2012; Little, 2013). 
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responses are listed in the first column, while male and female columns identify the weights assigned to each 
response; blank cells indicate that an item does not score for a particular model. Responses that provide an 
increased risk to recidivate are positive values and those that are protective are negative values (reduce 
recidivism risk). Where indicated within the manual, risk and protective responses were retained. If manual 
revealed no score, prior research and preliminary analyses were used to determine the value/direction of a 
given response/item. 

Overall findings reveal that most items used as part of the current PACT are found to be predictive 
of recidivism. However, there are some items that do not score and will be outlined for removal from the 
Prescreen. These items include sexual misconduct misdemeanor referrals, felony sex offense referrals, history 
of abuse, and history of mental health problems. In addition, there are several items that are gathered as part 
of the Prescreen tool and do not currently score, in which we identified as predictive. These additional 
scoring items include history of anti-social friends/companions, history of jail/imprisonment of persons who 
were ever involved in the household, problem history of parents who are currently involved with the 
household, history of alcohol use, and history of drug use. Examining the final model weights, age of first 
offense is one of the strongest predictors for both males and females, while current friends/companions is a 
stronger predictor for males and against-person felony referrals tend to be a stronger predictor for females. 

Table 2. Pre-Screen Risk Models 

Measure Male Female 

 Any Any 

Gender   

   Female NA NA 

   Male NA NA 

CRIMINAL HISTORY    

Age at first offense   

   Over 16 0 0 

   16 3 4 

   15 6 8 

   13 to 14 9 12 

   Under 13 12 16 

Misdemeanor referrals   

   None or one 0 0 

   Two 2 2 

   Three or four 4 4 

   Five or more 6 6 

Felony referrals:   

   None 0 0 

   One 4 4 

   Two 6 6 

   Three or more 8 8 

Weapon referrals   

   None 0 0 

   One or more 1 1 

Against-person misdemeanor referrals   

   None 0 0 

   One 1 2 

   Two or more 2 4 

Against-person felony referrals   

   None 0 0 

   One or two 2 4 
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   Three or more 4 8 

Sexual misconduct misdemeanor referrals* -- -- 

Felony sex offense referrals* -- -- 

Disposition orders where youth served at least one day confined in 
detention   

   None 0 0 

   One 2 3 

   Two 4 6 

   Three or more 6 9 

Disposition orders where youth served at least one day confined 
JRA   

   None 0 0 

   One 2 3 

   Two or more 4 6 

Escapes   

   None 0 0 

   One 1 1 

   Two or more 2 2 

Failure-to-appear in court warrants   

   None 0 0 

   One 2 2 

   Two or more 4 4 

SOCIAL HISTORY    

School    

   None of the following 0 0 

   Enrolled and: Problems reported by teachers or calls to parents, 
or some full-day  
   unexcused absences, or mostly Cs and Ds, some Fs 2 2 

   Dropped out, expelled or suspended, or enrolled and: calls to 
police, or truancy  
   petition or equivalent, or some Ds and mostly Fs. 4 4 

History of anti-social friends/companions   

   Never had consistent friends or companions 0  

   Had pro-social friends -1  

   Had anti-social friends 1  

   Been a gang member/associate 2  

Current friends/companions   

   Has pro-social friends and no anti-social friends -5 -4 

   Has no friends, or pro-social and anti-social friends 0 0 

   Has all anti-social friends 5 4 

   Is gang member/associate 10 8 

History of Out-of-Home and Shelter Care Placements Exceeding 
30 Days   

   No out-of-home placements exceeding 30 days 0 0 

   One or more out-of-home placements 2 2 

History of Runaways or Times Kicked Out of Home   

   No history of running away/being kicked out 0 0 

   One instance of running away/kicked out 4 3 

   Two or more instances of running away/kicked out 8 6 
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History of jail/imprisonment of persons who were ever involved in 
the household for at least three months   

   No sibling(s),mother, father jail/imprisonment 0 0 

   Sibling(s),mother or father jail/imprisonment 4 2 

Jail/Imprisonment History if currently involved in the household    

   No sibling(s),mother, father jail/imprisonment 0 0 

   Sibling(s),mother or father jail/imprisonment 1 1 

Problem history of parents who are currently involved with the 
household   

   No problem history of parents in household  0 

   Any Parental problem  1 

Parental authority and control   

   Youth usually obeys and follows rules 0 0 

   Sometimes obeys or obeys some rules 4 3 

   Consistently disobeys, and/or is hostile 8 6 

History of alcohol use   

   No past alcohol use 0 0 

   Past alcohol use 2 2 

   Past use caused one or more problems 4 4 

History of drug use   

   No past drug use 0 0 

   Past drug use 1 1 

   Past use caused one or more problems 2 2 

Current alcohol/drug use   

   Current alcohol/drugs not causing family conflict, disrupting 
education, causing  
   health problems, interfering with keeping pro-social friends or 
contributing to criminal  
   behavior 0 0 

   Current alcohol/drugs causing family conflict, or disrupting 
education, or causing  
   health problems, or interfering with keeping pro-social friends or 
contributing to  
   criminal behavior 1 2 

History of Abuse* -- -- 

History of Being a Victim of Neglect   

   Not victim of neglect 0 0 

   Victim of neglect 1 1 

History of Mental Health Problems* -- -- 
Note: *Item does not score. 

AUC values of the updated models and those based on the current Prescreen scoring are provided in 
Table 3. As a reference, the AUC values form Barnoskiõs 2004 PACT study are also provided. Findings 
indicate that the updated models improve predictive accuracy over the current Prescreen model scoring by 
two percent. While this only represents a small improvement, readers should take note of the AUC ranges 
(presented previously). The difference between a weak and a strong AUC value is roughly eight percent, and 
the identified two percent improvement notably pushes the predictive accuracy of both models from 
ômoderateõ to ôstrongõ. It is also worth noting that the Barnoski (2004) study identified a substantially reduced 
AUC when compared to current and updated Prescreen models. These improvements may be due to updated 
practices that were implemented in 2005 and/or aggregate population changes (i.e. decreasing crime rates for 
juveniles or alterations in overall risk). 
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Table 3. Pre-Screen Modeling Results 

 Male Female Gender-Neutral 

AUC    

Barnoski 2004 AUC   0.64 

Current Prescreen AUC 0.69 0.70 0.69 

New Model AUC 0.71 0.72 0.71 

BASE RATES    

Barnoski (2004) gender-neutral base rate   50% 

Current gender-neutral base rate   34% 

 

Principle Component Analysis (PCA) 

 Prior to creating the Full Assessment models, PCA analysis was completed to identify items that 
could be used as scales in the batch model procedure. Scale creation is an important process, as it allows 
items with similar content to ôwork as a teamõ, analogous to a single reed being less stable/easier to break than 
a bundle. This analysis was completed with the subset of youth who completed the Full Assessment. The 
detailed statistical results of the PCA are found in Appendix III. While not all scales (or components) 
identified in the PCA were found to be predictive in the risk models, many scales provided the underlying 
evidence that allowed for the variable combinations used in the scales presented. 

Full PACT Risk Prediction Models 

 Using the reduced sample of youth that received the Full Assessment, we proceeded to create the 10 
risk models previously outlined. Again, using the methods described in the analytic plan, male and female 
models were created. Detailed model findings are presented in Appendix IV. Items and responses are listed in 
the first column. Male and female columns identify the weights assigned to each response, where blank cells 
indicate that an item does not score for a particular model/gender. Due to the additional outcomes modeled, 
there are five male and five female columns. Items are listed with their original item numbers and within 
domain; however, due to scale creation, items are often not in their original order. Readers should note that 
item number listed with a ôhõ are those from the manualõs ôhistoryõ section or ôcõ for the ôcurrentõ section of 
each domain. Items identified as a scale have a subtitle row and are highlighted as a group. ôSelect all that 
applyõ times are indicated and allow for multiple scores/responses within a single item, while all other items a 
youth may only receive one score/provide one response. 

 Similar to the Prescreen models, consistency in items selection and weighting is observed between 
genders, where a given item selected for a female model is more-often-than-not observed to predict for males 
as well. Greater variations can be observed with regard to model type, where specific items/responses are 
more predictive of specific types of recidivism. While unique item selection was observed for all model types, 
the Violent models for both males and females provided the most unique selection of items (and lack of item 
selection). This finding suggests that if all models cannot be retained for implementation, that the violence 
model should be given the greatest consideration for retention. 

AUC values of the updated models and those based on the current Prescreen scoring are provided in 
Table 4. Findings indicate that the updated models improve predictive accuracy over the current Prescreen 
scoring. This finding is universal across all 10 models. Before describing the findings further, readers should 
note the reduction in AUC values for the current and updated models as compared to the Prescreen models 
previously presented. The noted AUC shrinkage is not a result of reduced predictive accuracy provided by the 
Full Assessment (in fact the opposite is true). The AUC shrinkage is due to the greater homogeneity (similar 
range of risk) and reduced sample size available for Full PACT assessment. Stated differently, if all low-risk 
youth had been provided the Full Assessment, the AUCõs of both the current and updated AUCs would likely 
exceed the presented values and those of the Prescreen model. 
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Table 4. Full Assessment Modeling Results 

 Male Female 

  Any Felony Violent Property Drug Any Felony Violent Property Drug 

MODEL 
AUC 0.67 0.68 0.67 0.66 0.65 0.64 0.67 0.70 0.64 0.67 

CURRENT 
AUC  0.63 0.64 0.62 0.60 0.57 0.60 0.60 0.64 0.59 0.57 

BASE 
RATE 34% 16% 14% 19% 5% 34% 16% 14% 19% 5% 

 

Given this clarification, our findings indicate a four percent increase in AUC values for both male 
and female ôanyõ recidivism models. On average, a near 6% improvement is observed when comparing the 
current PACT scoring to the updated predictions using the Full Assessment. The largest AUC improvement 
was identified for both male and female Drug models (8 and 10%, respectively). Again, keeping in mind the 
industry standard AUC ranges, the value increase needed to move from one strength range to the next is 
roughly 7%. With an average predictive accuracy increase of 6%, our findings represent a substantial 
improvement over the current PACT scoring. 

 Risk Level Categories (RLCs) 

 Cut points were next created, placing youth into an RLC. As indicted, high-risk categories were 
identified for each model in reference to the base rate (see Table 1). Although the risk scores were created 
with separate gender samples and with a subset of youth that received the Full Assessment, base rates were 
those indicated in the larger Prescreen and using a gender-neutral sample. RLC results are provided in Table 
5, where the first column provides the updated RLCs and the second column indicates the proportion of 
youth exceeding a model cut point. Readers should note that high-risk categories are established via the Full 
Assessment, while the low-risk category combines those below the established cut points for both the 
Prescreen and Full Assessment. Furthermore, youth may exceed more than one cut point. As a result, the 
categories are not mutually exclusive and sum to 177%. Moreover, percentages are not provided for the 
Moderate or High-Diverse groups, as these RLCs are not populated via one of the five outcome models and 
are instead created via the category assignment rules previously described. 

 When examining the proportion of youth that exceed the high-risk cut points, the percentages 
increase from High-Felony (23%) to High-Drug (34%). The relatively similar proportions of youth exceeding 
the high risk categories indicates a substantial proportion of overlap between categories, with lower levels of 
high risk categories possessing unique cases not identified within the higher RLCs. 

Hierarchical Risk Level Classification (RLC) 

 Based on the RLC assignment rules, the ôHierarchical Pop%õ category was created. For this column, 
youth that are indicated to exceed more than one high-risk category are placed at their highest level indicated. 
Youth exceeding all high-risk cut points are placed in ôLevel 6 ð High Diverseõ, while those not classified via 
the low or high-risk models are identified as ôLevel 1 ð Moderateõ.  

 What is notable is that nearly half the population is identified as ôLevel 0 ð Low Riskõ, followed by 
22% indicated as ôLevel 1 Moderateõ (22%). The remaining 31% of the population are identified as some form 
of high-risk, with 15% exceeding all high-risk cut points (i.e. Level 6 ð High Diverse). Due to the overlap 
among High-Diverse cases, only a small proportion of youth are uniquely identified as High-Felony (4%), 
High-Violent (3%), High-Property (4%), and High-Drug (5%). 

 Next, we examined the type and proportion of recidivism for each RLC. Notably, the ôLevel 6 ð 
High Diverseõ group possessed the highest rate of ôanyõ (65%), violent (30%), property (39%), and drug (11%) 
recidivism, indicating an appropriate classification of a higher risk category of youth that appear to be 
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opportunistic with regard to future delinquency. Youth indicated as ôLevel 5 ð High Felonyõ reported the 
greatest proportion of felony recidivism (26%), while each of the High-Violent (28%), High-Property (32%), 
and High-Drug (11%) groups possessed similar, or slightly reduced, proportions of their specific type of 
recidivism, as compared to High-Diverse. These findings provide evidence that recidivism specialization 
occurs among the WAJCA probation population and specified RLC categories can be established using 
outcome-specific PACT models. 

Table 5. Hierarchical RLC Proportions and Recidivism 

*Note ð Youth may exceed more than one cut point, therefore the column does not indicate mutually exclusive category membership. 

 We further examined the RLC proportions; all high-risk youth were grouped into a single category 
and compared to the current PACT RLCs, as well as those initially created and examined by Barnoski (2004)8. 
Improved prediction is identified if updated high-risk categories have a greater proportion of recidivism 
indicated and a reduced proportion for low-risk categories. The findings are presented in Table 6. Several 
positive findings are identified via the updated RLCs. First, the population proportions are relatively similar 
when compared to the current RLCs. While low-risk proportions are equal (47%), the high-risk proportions 
were found to be higher for the updated RLCs (32%) compared to the current RLCs (28%). While RLCs can 
be further adjusted to meet agency need, by placing relatively equal proportions of youth in RLC categories, 
as compared to the current PACT, this may remove concerns of supervision labor modifications following 
implementation. 

 With regard to recidivism rates, the updated RLCs provide improved prediction. Specifically, the 
updated RLCs indicate a 6% improved prediction of ôanyõ recidivism for the high-risk category, compared to 
the current RLCs (61% vs. 55%). Furthermore, with the exception of high-risk property recidivism (34%), the 
updated high and low-risk categories provided improved prediction of specified outcome types when 
compared to the current RLCs. When compared to the Barnoski (2004) findings, the proportion of high-risk 
youth was greater, while low-risk proportions were reduced. With that said, the updated RLCs provide a 
similar rate of ôanyõ recidivism prediction. Given the higher base rates of recidivism during the time the 
Barnoski study data was collected, it is notable that the updated RLCs are achieving a similar rate of 
recidivism prediction. 

  

                                                           
8 Readers should note that Barnoski (2004) did not report property and drug recidivism rates; thus, these are not 
indicated in the table 

Updated RLC 

Pop% 
Exceeding Cut 

Point* 

 
Hierarchical 

Pop% 
Any 

Recid% 
Felony  
Recid% 

Violent  
Recid% 

Property  
Recid% 

Drug  
Recid% 

Level 6 - High Diverse -- 15 65 22 30 39 11 

Level 5 - High Felony 23 4 59 26 19 31 10 

Level 4 - High Violent 28 3 53 22 28 28 6 

Level 3 - High Property 29 4 53 20 16 32 8 

Level 2 - High Drug 34 5 51 19 16 26 11 

Level 1 - Moderate -- 22 41 13 13 20 5 

Level 0 - Low  47 47 18 4 6 9 3 
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Table 6. Three Category RLC Comparison 

RLC Pop% 
Any 

Recid% 
Felony  
Recid% 

Violent  
Recid% 

Property  
Recid% 

Drug  
Recid% 

Updated 
RLC       

High 32 61 27 26 34 10 
Moderate 22 41 14 13 20 5 

Low  47 19 4 5 9 3 
Current 
RLC       

High 28 55 25 25 34 8 
Moderate 25 37 12 14 21 6 

Low  47 20 5 6 10 3 
Barnoski 
2004       

High 43 61 32 11 -- -- 
Moderate 28 48 21 6 -- -- 

Low  29 34 11 3 -- -- 

 

Needs Assessment 

 The needs assessment analyses consisted of three stages. First, using the Full Assessment sample of 
youth, factor analyses were completed to identify domain scales consisting of item combinations. The created 
scales and items were then modeled for their criminogenic properties (ability to predict recidivism). Each 
domain provides its own set of needs models. Finally, cut points for needs models were established.  

Factor Analysis 

 First, an EFA was completed. The purpose of this analysis is to seek out item combinations and 
form initial scales. This method also provides researchers with the ability to identify convergent/divergent validity 
(Brown, 2014; Mei, 2018), essentially measuring the strength of variable combinations within a scale, as well 
as the weakness of variable relationships between two different scales. Several industry-standard statistical 
indices were computed to test the fit and strength of the modelsõ reliability and validity, including associated 
rules to evaluate the strength of the IRT/IFA models, the Kaiser-Guttman rule, goodness of fit, Cronbachõs 
alpha, and the strength of the loading/cross-loadings. Once the EFA was completed, and 
convergent/divergent validity was identified, CFA analyses were completed. The goal of CFA was to confirm 
the existence of the scales identified in the EFA analysis. The CFI, TLI, and RMSEA 9 were also computed to 
assess model fit and strength. Collectively, these tests were used to confirm the construct validity of the 
developed scales. The completion of the EFA and CFA procedures resulted in the determination of construct 
validity for our developed set of PACT needs scales. These findings are numerous and nearly represent a 
technical report in their own right. Readers interested in the details of these analyses should refer to Appendix 
V. 

 The totality of findings revealed six larger needs domains, several of which provide additional scales 
and sub-scales. This is a reduction from the previously identified 10 scales, based on current, 
original/theoretical domains previously outlined. While many domains remained nearly identical, several were 
combined to form larger scales and many possess additional content forming subscales. We feel the new 

                                                           
9 The general guidelines and industry rules for these model indices are RMSEA< .10 = Marginal Fit, RMSEA <.08 = 
Acceptable, RMSEA<.05 = Close fit; SRMR <.08 = Acceptable fit, SRMR <.05 = Good fit; CFI/TLI >.90 = 
Acceptable fit, CFI/TLI >.95 = Good fit (Brown, 2014, Wang & Wang, 2012; Little, 2013). 
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organization of domains provides greater contextual details of youth needs as well as more translatable 
eligibility criteria for programming.  

 For the purposes of this technical report, we provide a brief discussion of the items used to create 
the scales and updated domains. With regard to the School Needs, four scales were identified via factor 
analysis ð Involvement, Belief, Student Conduct, and Academic Performance. All subscale loadings are strong 
(.927), and model fit indices exceed industry standards (RMSEA = .089; CFI/TLI = .988). While similar to 
the current domain, the School subscales provide added context intended to assist with case management. 

Figure 4. School Needs 

 

  

The Associations Domain was established through a combination of three of the original domains ð 
Current Use of Free Time, Current Employment, and Current Relationships. Four subscales were identified 
via factor analysis ð Use of Free Time, Employment, Pro-Social Attachment, and Anti-Social Attachment. All 
subscale loadings are good (.633) and model fit indices exceed industry standards (RMSEA = .062; CFI/TLI 
= .998). Unlike the School domain, the combination of current PACT domains provides a strengthening of 
the youth needs scale context, in what was once three small but related domains. In particular, programming 
and interventions are often difficult when only observing risk and protective factors of a single domain (i.e. 
Employment vs. Free Time) without simultaneously understanding the issues/strengths of related domains. 
The new, combined domain provides an opportunity to assess the companions and extra-curricular activities 
of the youth in a single scale. 

  



 

23 | P a g e 
 

Figure 5. Association Needs 

 

  

With regard to the Family domain, the items similar and related to the current PACT but the updated 
domain provides a more complex understanding of family relationships. The first notable difference is the 
bifurcation of the domain into two scales ð Family Member Problem and Family Member Support & 
Conflict. Family Member Problem is a single scale, identifying issues in the youthõs family membersõ life (e.g. 
jail, mental health and substance abuse issues) that are, largely, not within the youthõs control. Within the 
Family Member Support & Conflict scale, three subscales are identified ð Residential Stability, Pro-social 
Family, and Family Conflict. Furthermore, within the Pro-social Family scale, two additional subscales exist ð 
Family Support and Parenting Skills. Scale loadings range from small (.308) to strong (.940). Model fit indices 
exceed industry standards (RMSEA = .073; CFI=.928; TLI = .934). While family counseling and related 
programming (e.g. FFT) have commonly been utilized for youth with high-needs within the Family domain, 
this new scale development may provide a contextual understanding that will assist and target programming 
needs of youth.  
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Figure 6. Family Needs 

 

  

The Alcohol and Drug domain is relatively similar in context to the original scale. However, a factor 
analysis identified and confirmed three subscales ð Dependence, Alcohol and Drug Abuse, and Health 
Problems. All subscale loadings are strong (.859), and model fit indices exceed industry standards (RMSEA = 
.043; CFI/TLI = .992). While similar to the current domain, the new domain provides separate scales that 
outline the severity of youth substance abuse issues and scales related to the impact of use/abuse as well as 
substances and symptoms of related health concerns.  
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Figure 7. Alcohol & Drug Needs 

 

  

The Mental Health domain is another collective of items that is relatively similar in context to the 
original scale. There is only one scale identified and no subscales indicated. Five items compose the scale, 
including suicide ideation, ADD/ADHD, treatment, medication, and mental health issues interfering with 
working with a youth. The scale loadings range from moderate-to-strong (.613-.872) and model fit indices 
exceed industry standards (RMSEA = .057; CFI/TLI = .991). Based on SME input, this domain, by 
comparison to others, represents a difficult domain to program. The updated scale construction does not 
offer a change to the current utility of the domain but does restructure and combine scale items to flag youth 
in need of additional, clinical assessment.  
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Figure 8. Mental Health Needs 

 

 One of the most interesting newly organized domains, Cognitions & Behaviors, was established 
through a combination of three of the original Pactdomains ð Attitudes/Behaviors, Aggression, and Skills.  
Within the Attitudes scale, two subscales are identified ð Beliefs and Perceptions of Others. The Aggression 
scale is a collection of five items, with no subscales. Finally, within the Skills scale, three subscales are 
identified ð Future Perceptions, Coping, and Precipitous Actions. All subscale loadings are in the ôstrongõ 
range (.816-959), and model fit indices exceed industry standards (RMSEA = .068; CFI = .961 TLI = .963). 
Unlike the Associations domain, this new scale organization of domains represents a combination of three 
domains that were strongly predictive on their own. While the findings provide a strong culmination of item 
relationships, previously scored separately, theory and prior findings support the combination (Dodge, 1980; 
Dodge, Pettit, McClaskey, & Brown, 1986; Moffitt, 1993). In particular, programming and interventions for 
aggression (i.e. ART; van der Put et al., 2012) and general cognitive-behavioral therapies (i.e. MRT) often 
attempt to ameliorate, or reduce, criminal/delinquency thoughts and patterns. We believe this new 
organization of scales provides a solidified domain that is more amenable and informative of youth cognitive-
behavioral programming.  
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Figure 9. Cognitions & Behaviors Needs 

 

 

Criminogenic Needs Models 

 Next, we created needs prediction models. The RNR model indicates that needs must have an 
empirical (statistical) relationship with recidivism (Andrews & Bonta, 2010). Needs that possess such an 
association are termed criminogenic. To create criminogenic needs domains, the scales described in the previous 
section and remaining (single) dynamic items were modeled using the previously described prediction 
modeling procedure. A total of 80 criminogenic needs models were developed and validated. However, unlike 
the risk models, each domain is modeled separately. Detailed model findings are provided in Appendix VI. A 
thorough review of the items that were found to be predictive, and their response weights, demonstrates that, 
like the risk models, some items/scales are universally predictive, while others are only predictive for specific 
types of outcomes, or for one gender. 

 We further examined the AUC values of the created needs models. Modelsõ AUC findings are 
provided in Table 7, where the two highest AUC values are bolded for reference10. All AUC values range 
from negligible-to-moderate strength (see Rice & Harris, 2005). For all but the Violent model, the new 
Associations Needs Domain was found to be one of the most predictive for all outcomes except Violent.  
Similarly, the Attitudes sub-domain was found to be one of the most predictive models for all but the Drug 
model. The Alcohol & Drug Domain was found to be the most predictive for both male and female Drug 
models (.60 & .65, respectively). Similarly, the Aggression sub-domain was found to be most predicative for 

                                                           
10 Readers should note that Domain 6 (Cognitions& Behaviors) was assessed as three separate scales to highlight the 
AUC variations for specific outcome models (i.e. Violent). This scale may also be combined to form a single scale where 
the scores of each of the three domains can be combined to for one scale value. 


