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EXECUTIVE SUMMARY

In 2017, the Washington State Juvenile Court Administrators (WAJCA) contracted with the
Washington State Institute for Criminal Justiopdate and expand the utility of their risk and needs
assessment todthe Positive Achievement Change Tool (PACT). The expansion of the tool was outlined to
improve predictive accuracy, make use of locally collected data, and improve the fungtionality ofu me nt 6 s
design. The contract outlined two deliverables: (1) the creation of a needs assessment; and (2) the exploration
of a responsivity assessment tool. This technical report provides a description of the work completed for
Deliverable ® developrant of a needs assessment.

The initial needs assessment used by the WAJCA was built in 1997 to screen outfdikert low
youth and provide a detailed assessment of needs for moderaterasidylwgtin. This tool has been
successfully utilized for tweahdes and adopted in over 20 states. However, the model was built to be
theoretical in nature, where items, responses and domains were to be updated once sufficient data was
collected. In 2015, Hamilton, van Wormer, and Barnoski explored the advaricemesk@ssessment
tool, outlining methods of improving prediction. The successful exploration led to the proposed expansion of
the PACTds functionality. Specifically, the devel
intervention matching anid turn, reduce recidivism was highlighted.

Based on prior findings with adult assessmen{ltatslton et al., 2016a; Hamilton et al., 2017)
we sought teailothe PACT for the WAJCAyouthhdapt i ng the standard set of
prevalence of risk and needs facEssentially, our work modifies theoretically composed tool,
removing items that are not predictiverafmmingnew itemsnd domainthat improve performance and
stakeholder buiy. Several mechanism&re appéid during thisustomzationprocess, includind)
outcome specificit®?) gender responsiyig) tool variationsand 4) a staralone dynamic needs assessment.

We first sought to update the exploratory work completed for the risk assessmentjadsing sub
Matter Expert (SME) input, new Prescreen and Full PACT Assessment tools were crafted. Based on an
updated design, we modeled Prescreen items to increase prediction andrdikeroldtn The Full PACT
is then used to identify the type and leveslofor moderate and higisk youth, while further identifying
additional youth for diversion.

Based omRiskNeedResponsivity (RNRpncepts, first developed by Andrews and Bonta (2010),
wethen soughto develop apecified needs assessment to suppleisk prediction. By using dynamic
items drawn from each assessment domainkultHf@ACT, aneedsonly assessmetabl identifieslesired
changeswvithin the programmatic g of youth. Empirical testingssthen used to establish the existence
andstrength of each domain, outlining the scales and subscales within the patterns of youth responses. The
identified items are then assessed for their criminogenic assowititicecidivism, identifying each
domai nds ab bffendingWhengaired wite the riskt assesesmir@standlone needshas!
greater potential to improve youth outcomes and more efficiently utilize limited programming resources.
Completing these goals was the outlined objecadioérable 1

Our results revealdide achievement of the proposed work. Specifically, we found that:

1 Updated Prescreen modeiproved accuraof prediction by 2%nd reducetheset of items
neededo identify lowrisk youth.

1 Full Assessment findings identified improved variable cdiobgtscales and increased the
strength of recidivism prediction, on avelaggye

1 Updatedheeds assessment domains were created and indicated to possess constreciuzaldlity
the number of domains, and provide a greater association betweenashohaaiatable
interventions.
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1 Needs models demonstchteiminogenic prediction, providing an assessment of needs that is
speci fi ed f odmogtbkelyréciigismgypen der an

Collectively, these findings indicate the updatednd needs modehcrease accuracy of
prediction, provide a greater underlying context for program matching and an assessment of needed
interventions. Furthermore, the updatehain and needs model scoring, consisting of only dynamic items,
provides criminogenic prediet for youth receiving the Full Assessment. Further, recidivism outcome types
are better predicted by some domains than p#tlersing for the ranking of domain importance in reducing
recidivismThe ranking of domains is considered todobstantiabenefit of the updated models, allowing
case managers to prioritize programming and intervention provision that will have the greatest impact for a
given type of youth.

While further SME input is needed to finalize the assessment tools created, tiek fprdsays
represent a culmination of work developed to improve prediction of recidivism and assist with case
management. The new design of the instrument adds complexity in an effort to provide more detailed
information to case managers and, in tuprpwe youth outcomes. This work represents the first
deliverable and additalmvork will be completed to establish how needs and youth profiles interact with
programmingOur intent is to identify botspecific and general resgigity of available WAJ@idence
based practices.

Recommendations and further considerations suraodlittbnalSME collaborations to further
develop and establiRtisk Level CategosiandNeeds Level Categajdeeping category proportions in line
with current/future polici& practices, and resourc@& suggest further consideration for the WAJCA
definition of recidivism, exploring mechanisms for additional optimization. Also, there is an opportunity to
combine findings with that of the other juvenile justice populatienjlé Rehabilitation (JR), indicating risk
and need level that are representative of the juvenile justice population a whole. Additional consideration
should also be given to the prediction of future sex offending. While the current models do redigrovide
model prediction, the development of a PACT sex offense risk and need models may provide greater utility
of instrument content. Finally, it is suggested thageapigap analyskse outlined for future examination.
This type of analysis may be usezkamine whether the right types of interventions are available and help
reorganize resources to address youth needs.
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INTRODUCTION

The use of risk and needs assessment has grown substantially in the last t@indedheds.
initial expansion from adult to juvenile tools and from-seta§ido the inclusion of dynamic items
assessments have advanced to prevatacreasing detaihdprediction(see Andrews & Bonta, 2010
Hamilton et al., 201.6Working withthe Washington Stageivenile Court Administrators (WAJCAS)
BarnoskiZ004 provided one of the initial advances for risk assessment generalgndadgsessments
specificallyhrough the creation of the Washington State Juvenile Court AdmisiRlistAssessment
(WAJCARA).At the time of its development, the WAJRA was vieweds one of the mostlaanced
tools, pairing risk, need, and protective items in both a prescreening and full assessment format.

Due, in partto these advances, the assessment instrument was adopted by several states, developed
for software applications, and rebranded by two comf@RB$S & Vant4gegnd several stat@esg.
Oregon, Utah, and low&jince its inception, the instrument hasieed a valuable tdol diverting low
risk youth and assessprggramming needdowever, best practices outline the need to reevaluate
instrument performance and make modifications where needed. Until recently, th@ WRACA has
remained relativelynchanged since its initial development.

Beginning with an exploratory analysis in 2015, the WAJCA contracted with Washington State
University (WSUp explore thadvancement of the PACT. Using a large sé&Nwpl&2,699 of
Washington State probatiorutlg advanced statistical algorithms, as well as gender and outcome specific
modeling, initial findings indicated substanijaovementi prediction strength (Hamilton, van Wormer,
& Barnoski, 2015)n 2017, WAJCA again contracted with WSU to rsnenodels developed and
advanced prediction furthemdbgh the creation of a needs and responsivity assessment. The current study
provides the results froDeliverable ® development of a needs assessment.

Issues of Prior Risk Asessment

The use oémpirical, or statically derivagsessment instruments has evolved through the
development of sequential generafiandrews, Bonta, & Wormith, 200Birst generation assessments
relied on thaeliscretoro f pr acti ti oner s t bhood efteeffendingoreatingn of f ende
idiosyncrasies and a lack of standardiZ&atmwalbe, 2007). Subsequent generations introduced the use of
statisticdy derivedrisk scores, whichn turn, allow the practitioner to develop-apgropriate supervision
modalities (Schwalbe, 200%e transition from second to third generation risk assessment instruments
established the inclusion of dynamic faatiosyingfor greatepredictiveaccuracandprogrammatic
approache® reduce recidivis(®chwalbe, 2008).

It is important to note thathile most advancements strive to increase aidiyg from one
generation to the next does not necrengas,dDieterichy i ncr e
& Ehret, 2005Hamilton et al., 20L&pecifically, tools implemented without an understanding of local
context and agency neddsk fidelity upon implementatidragman & Belenko, 2018n understanding
of not just the likelihood but also the type/severity of recidivism is anotherninpmrsaderation
(Barnoski & Drake, 2007; Barnoski, 2btE2nilton, van Wormer, & Barnoski, 20d8milton et al., 2016a
Finally, the varying pathways and predictors of males and females may influence prediction and programming
needs of yout(Broidy, Payne, & Piquero, 20CBesney.ind & Rodriguez, 1983; Funk, 1999; Reisig,

Holtfreter, & Morash, 2006; Schwalbe, Fraser, & Day, A0@ressing these consideratiaith the
assistance of a Subject Matter Expert (SME) group, will informdmgrgper implementation of a new
instrumentconsistingf modifications of an existing tool.

Local data

In an effort to move risk/needs assessment work into the next generation of effectiveness, there is a
notable and current gapevidenceSpecifially, most instrument developers view their tools, items, and

3| Page



responses as static, or part of a product package (Hamilton, et al., 2016a). Rooted in psychological
assessment, criminal and juvenile justice assessments take a diagnostic approach, coantingand u al 6 s
attributes/scores until a threshold is exceeded, and the person is then identified by @ iiskighel

moderate, and lowA primary assumption of psychological assessments is that the outcome/condition is
organic, or universally obssd within all humans that have a similar outcome/condition (Desmarais &

Singh, 2013; Hamilton et al., 2016a; Hamilton et al., 2017). HaWereagcidivism is the outcome

predicted, local statutes and population variatiodtevilhatens, responss, outcome descriptiorend

definitions as well as the importance of each item included in the prediction affhdédeveloped for
Washington State, the PACT items and responses we
intended® be adjusted and refined once a sufficient sample of assessment and recidivism data could be
gatheredBarnoski2004.

Furthermorethere is a lack of understanding among practitioners and juvenile administration
concerning how risk assessneolsare designed or developedithe ways in whigbredictive
performancés affectedWhen a tool is developed and initially validated, the items are selected from a pool of
potentials. Those selected may function accurately for the development populatbritia tool was
created to serve. However, there has been limited research to date that indicates how potential variations in
items or weights of importandiéer across other nedevelopment population¥hen validation statistics
are presented indgHiterature, a site implementing a tool may perceive that the tool is universally valid and
will perform similarly for their agency. However, recent findings have indicated several instances when that
was not the case (Barnoski & Drake, 2007; Ostermidanrschaft, 2013).

Attaining an optimal level of predictive performance, or validity, is the central goal for risk
assessment developers. We contend that the sutbeRACT (olary instrumenis directly related to its
assessed accuratyere applik Based on prior findings using both adult and juvenile samples (see Barnoski,
2010; Barnoski & Drake, 2007; Hamilton & van Wormer, 2015; Hamilton et al., 2016a)stexnéralble
solutionshavebeen identifiedVhen implemented, these solutions naxidea smaito-substantial
predictive performan@mpact Moreover, the additive effects of customized additions have the potential to
produce an optimal design and improve predictive performance for the sample, jurisdiction, and the juvenile
justicesysem.

Customization Slutions

A recent trend in assessment development involves a process of: adjusting risk category thresholds,
selecting items and optimizing current response weights of a tool to better tailor it to local population
variations and judgtion needs (Hamilton et al., 2016a; Hamilton et al., |B8fré)ment tailorintpe
process of taking the previously describetth@fhelf tool and adapting the standard set of items te fit th
popul ati onds pr eval eThxpecessfoptimizes the peedictive pefagnthsce dfthee t or s
tool for the Il ocal jurisdiction and is viewed as
(Hamiltonet al., 2017). The central takeaway ia thabretically composed tool (stetha PACTEan be
modified from its original form, removing items thahatr@redictiveand adding new items that improve
performance and stakeholder-buyrhere are several mechanisms that, when applied, customize a tool for
an agency 0mecifipatlypwe foauses ounreviev and eventual testing of instrument development as
it pertains tol) outcome specificity) @enderesponsivity3) tool variations, and 4 standéilone dynamic
needs assessment

1) Outcome Specificity

The creation of different models is a vital step in the validation process, as it is important to know if
a person has a higher propensity to commit a certain type of offense (e.g. property vs. violent offending). By
6di ggi ng deeper dwmadeld, linmtedrresaunaes cag beimore sirateginadly applied.
Supervision levels, techniques and treatment/interventions can also become morEhatgedeted
outcome for this project was reconvictions for both felony and misdecteages, whiclas defined as
6any 6 r Maeispecified nsodel variatianscreatedand each outcome modeled independently,
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selecting and weighing items separately to create increased prediction strength for the outcome in question
Based on discussions wilMES, we present risk assessment modeling variatitims tartcomes,
including: felony,jelent pr operty, drug, and danyd recidivism.

2) Gendegsponsivity

Anothervariatiorworthy ofspecifiednodeling is gender. Gender responsivity has beeneatiscuss
since the emergence of fouggmeration tools (Baglivio & Jackowski, 2013). This awareness has combined
with growing attention aamincreased number of female youth coming into contact with the juvenile justice
system (OJJDP, 2010; Schwalbe, 2008pdtantial disadvantage of using instruments across genders is
that gendeneutral instruments tend to overestimate risks of girls, which leads to harsher dispositions and
lower predictive validity (Leiber & Mack, 2003; Schwalbe, 2008; Schwalbe&Hasndi, 2009).
Furthermore, studies that support the needs of gender responsive instruments have identified substantially
different gender risk profiles, gendered decision making, and gendered practices (Cottle, Lee, & Heilbrun,
2001; Flores, Travis, &tessa, 2003; Funk, 1999; Leiber & Mack, 2003; Piquero, Gover, MacDonald, &
Piquero, 2005; Mears, Ploeger & Warr, 1998; Schwalbe, 2008; Schwalbe, Fraser, Day, & Cooley, 2006;
Thompson & McGrath, 2012). The results of these studies indicate that riak@ssstsimenthat
ignoredi f f erences between genders are not suitable f«
scoring results in low predictive validigsdsl on prior researg@tamilton et al., 2016; Hamilton van
wormer & Barnoski, 206) separating maland femakeinto individual samples to prodgemder specific
models, both improves the context and accuracy of predictianocount for gender specificity of
predictionwe created two sets of models to study gender variations. Modelsdbthesfive outcomes
describedvere computed for both samples independently, selecting and weighting items aemastely
gender

3) Tool variations

As indcated, the PACToosists of afescreen ana Full Asessment. Currently, only Bnescreen

t ool is scored to assess a youthodés risk |l evel and
weighting of items. That is, most items are provided a weigbptkatnts the response value. For example,
a youth wh no prior feloniess cor ed 6z er od, t h o and theeiwithhwoorrmere ar e s c c

ar e s c oSomditenistimake Gse of weights that are not single unit increases (i.e. @,tRjs% 4) bu

weighting structure was credied s ed on an ©O6educat edndgousesedsigaf or t heo
underling statistical model. We sought to explore potential adjustrties®AOT scoring schematic in an

effort to improve predictive agacy.To make potential adjostntsyouth that receivderescreen
assessmentgereanalyzed model i ng predictors f oulPACawerethenr eci di v
analyzed, modeling predictors for all five outcomdsand e a c h g denrdsaltin@istta af BOs a mp
prediction modelsAlong with the validation of the current PACT scoring formulatiergesent

predictive accuracy findings of the updated FA&creeandFull Assessmembodels, demonstrating

improved predictive validity through alternative scoring schematics.

N eeds Assessment

While the concept of assessing needs has been a part of both adult and juvenile tools for over three
decades, the appropriate use of needs,eth@dno identify programmatic needs, has not begn full
achievedMany t ool s mi suse the undemlewidrsgd Iiamstsersts,memlt aisl
including dynamic items. As part of RiekNeedResponsivityRNR) model, Andrews and Bant1994;

2010) outlined several components necessary for the assessment and use of naeds githimrau me nt 6 s
functionality, which have been further advanced by recent findings.

1. Nedsare temporary attributes of an offender that affect theviideliimgaokebilaar and recidivism.

Needs items can be used to identify qualities of offenders that match service and treatment
interventions, where the intended purpose of anentéon is to provide a method to ameliorate the
of fenderds need wit h&Bonta, 2010).vHoweved, thenatentméesis)assessnmendtr e w s
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is different thanhatof a risk assessment. Therefore, the mixture of static and dynamitthiardemwain
subscalesould representdeparture from the originabnceptual intent proposed for RNR assessments.

2.Needs domains must be structured and tested to assess their underlying construct.

Assessment tools are often-dubded intodomagwith each domain containing a set of items that
represent an underlying construct, such as education, aggression, or family needs. Once assessed, scores fror
these item subsets describe the yagivehd&@wdaiheRNReds f or
model suggests that programming and interventions provided to address a given need area will reduce scores
for said subscal e and, i n chtewhisigoal bne eustyassunielthatshe r i s k
items within a given domaire measuring the underlying construct (e.g. education, aggression, or family
needs) and not that of a different need (e.g. attitudes, mentabh&dlt). Furthermore, one must assume
that items within a domain are comprehensive and work togdther tosingle scale.

As described, the initial PACT tool was developed with nine needs domains (plus criminal history) as
a theoretical model, to be adjusted once sufficient data has been collected. Often overlooked by assessment
developers are webtdlished empirical methods used to establish and structure needs domains. Through an
examination of item interrelationships, research can establish and confirm the existence of needs domains and
their relative strength for measuring their underlying cencept

3. Criminogenic needs scales must be empirically modeled

While offenders may struggle with a multitude of needs, only those which are empirically related to
recidivism should be included in needs assessments. Targeting needs and/or includihgeadsliimoa
scale that do not influence a youthoés propensity
performanceStatistical models, assessing the association of needs to recidivism, is a requirement of the RNR
model and advancedtstcal models shoule@ ltonsidered, examining how needs combine within a
predictive domain (Hamilton et al., 2016b).

4. Weighting coefficients can improve performance.

As described previouslgildring the needs assessment to a populagieveightigitems and
responsegjrovides greater predictjaakes into account empirical and theoretical nuances of the
populationand can more agrately assist case management (Hamilton et dd), 2016

5. RNR theory can be adwvétioettemporary concepts, such as outcome and gender specific modeling.

As risk assessment has evolved, the concepts of outcome specific and gender responsive modeling
are key contributors to the uncdfendingavedconterg thatf i ndi
the solution is the use of multiple needs assessment models, selecting and weighting items separately for each
outcome and gender to identify the complexity of prediction and improve performance.

Based oiRNR concepts, firstalreloped by Andrews and Bonta (20103pwghtto develop
specified needs assessment to supplement risk prediction. By using dynamic items drawn from each
assessment domain in thlk PACT, aneedsonlyassessmetdol willidentify desired changeshin the
programmatic needs of youmpirical testing is then used to establish the existence and strength of each
domain, outlining the scales and subscales within the patterns of youth responses. The idestéfied items
thenassessed for theniminogeit associatiowi t h r eci di vi s m, identi fying a
recidivism generally and the methods of optimizing needs items to predict for specified outcomes (i.e. felony,
violent, property, andrugrecidivism)An assessment focuseddynmanicitems, established and confirmed
domains, andriminogenic needsill better guide assignment to interventions, reducing needs, and in turn,
reducing a youthds overall ri sk tstanddoreeddsitbals at e. Wh
greater potential to improve youth outcomes and more efficiently utilize limited programming resources.
Completing these goals was the outlined objecadioérableld the next section we outline the
development of an updated PACT risk and ressgssment model.
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METHODS

To complete Deliverabledlrobust research design was developed. First, we created a sample frame
of youth that completatie Prescreemr Full PACT Assessmenas well as theissociated recidivisNext,
weexamined potemtliitem combinations adéveloped the updated risk assessment niduelprocess
wascompleted for th€rescreen anayain for thé&ull PACT assessmefurther modeling felony, violent,
property, drug, as well as any recidivism outcomes. Cut peimtstalds, are then set to determine Risk
Level Gitegories (RLCs) with an updated, hierarchical design. Next, we developed the needs assessment.
First,we identified dynamic items, creating a separate dataset. We then analyzed the underlying
constructsdlomains to identify and confitire updated scales and @dales ofouthneed. Needs items
andscales were then modeled, by domain, outcome and @epatictrecidivism. Finally, needs model
cut points werestablisheautlining high, moderate alodv Needs Level Categories (NLThE current
section describes the sampling frame and analytic plan.

Samping Frame

Working with the Washington State Center for Court Research (WsSHDRle of youth that
completedPrescreen anfull Assessment PAGWwere identifie@®ased on SME inpuhe sample frame
was limited to assessments completed betweeand@D15, to coincide with a 2@@icy modificatioh
and to allow for a sufficient follayp duration needed to observe recidivism. To coincide with statistical
model ing assumptions, we focused our analysis on
available data. Recidivism was definedeag eharge committed within the firstritths following the
initial assessment date, in which an adjudication was indicated within 12 months efdatedterg
crime types were also identified and categasded Ny 6 ( mi s d e, mebGdomyndolent;, f el ony)
property, and drughe Revised Code of Washington (RCW) was provided for each charge and the
Washi ngton State | nst isavarity iedexowasadto dategorize dffenseitypeg. 6 s ( WS
Youth without the requisite-B@onthfollow-up period following the initial assessment were deemed
ineligible for study inclusion. Using thegeria we identified Brescreen sample of 64,746 aRdlia
Assessment samples® 8623/outh.To create gender specific prediction modelsarna Prescreen anéull
Assessmergamples were created for male and feimalle

Descriptive Statistics

Using the samples descrilf@8CTitemsand responses, as well as recidivism meagnes
examinedUnivariat@escriptivestatistics for predictidior all modelsire presented the Appendices
whereAppendixl providesPrescreerandAppendix llprovides Full Asessment descriptive statidtics.
should be noted that all youth are provide@screeassessmenwhile only moderate bighriskyouth
(assessed with the current PACT scoring) are prodbdssessment. Although some-fisk youth are
provided &ull Assessment, that is more the exception than a common occi\iimneboth tables, the
original value indicated for each itdomgawith columns indicating the proportions of youth identifying
each response, it ems 0arepeoddedrthe totd ssnplasmwellas nblesdaadv i at i o
females separately. While there are many items and response values tootbvighlas, lgenerally, these
tables serve as a report of all items possible for the inclusion in the risk and needs models, where potential
needs assessment itemgralieated n t he &6dynami cd col umn.

Analytical Plan

Our analysis was then completed in an effort to construct three sets of modets déwvstpped
the updated risk assessment modaidegan by testing modeling assumptioparticulardue to the
large number of items used (k=201) mulinearitywas a concern. The Variance Inflation Factor (VIF) was
utilized to test multidimearity. Results indicated no issues with mliigeolty for the items to be utilized
in the prediction models.

11n 20054 substantial upgrade was made to data collection, training and quality assechnes fotie PACT.
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Next, b identify how items and responses work togattato form risk scales, Principle
Component Analys€BCA)were completedWhile other methods of scale creation/data reduction exist,
PCA is considered ideal when the purpose of the data analyses is to use minimum component(s) to explain
the maximum vanceWhen creating the risk assessment tools, our purposes were to combine and reduce
the number of assessment items in an effort to reduce labor, create coding consistency and increase face
validity. These needs aligned with the &iphoach

Statistit®rediction Algorithms

Next,the update®rescreetool was developed, selecting and weighting each item found to be
predictive oUsingazusyprized statisticdl algoiittemmodels were created, optimizing risk
scale developmetaipredictt any & reci di vi sm f or Thnadeeofadgorithenf e mal e s
utilized are part of a customizedeggod c al | ed a ,idvihehWSIEhasdewgloped andh m 6
implemented successfully in previous analysdsrifiiiatcineferenes the use of multiple algorithms
somewhat simultaneously. As prior research has inditzatelion et al., 2016a; Hamilton, van Wormer, 7
Barnoski, 20)5algorithm performance varies fremmplgo-sample; where some algorithms work best in
small versulgrge sampde others with a small vertargie numbeiof items, and still others with frequent
versus infrequent recidivism events (i.e. base rates).

The first model type, termed the LASSO (least absolute shrinkage and selection operator), is
designedo handle a high volume of items from which to select and include in the final model. In order to
achieve a balance of both predictive power and high dimensionality (high volume of items selected), the
algorithm penalisdtems wittshared variance explag the output, shrinking the weights for one to make
room for the other. It can shrink a weight as far as zero, effectively eliminating it from the model entirely.

Another technige, termedidge regression, performs similarly to the LASSO, onlysthere
constraint preventing the model from reducing any weights to zero. Weights can approach zero but never
equal zero, which means all items are retained in the final model. A technique called elastic net was also used,
which is a compromise betweer8lS® and ridge. Some weights can be reduced to zero, similar to LASSO,
but more are retained than is achieved with LASSO.

A fourth technique used is the LARS (laagte regression). LARS is a skégge procedure that
selects items and weights themsiecauience. First, it adds and weights the item with the highest predictive
power, weighting to minimize error in prediction of the outcome. After that, it adds a secartdirtem
item, and so qreach time selecting and weighting each additiortalbviar@der to minimize the remaining
error left in the entire predictive model. The model stops (converges) once no further item reduces the error.

The fifth method was a boosted regression. Boosting isagoetim, which runs multiple sub
algoritims in a seriesjhere eachew model in the series ledrom the preceding one. Each model
computes and weights the items in the instrument. The predictive performance of each model on each case
(offender) is tested, and the test results are padsedditotving model. Cagésitthe preceding model
predicted accurately are ignored in the following model, having already made the correct prediction. Instead,
model weights in the next algorithm train more heavily ortesgsre inaccurat@aximizig the number
of correct predictions over the sequence of steps. Some items are dropped from the selection pool in this
way, and the number of iterations in the series is fixed at a certain number. For the purpose of this research,
100 boosted models aredis

Finally, a custom steyse procedure was written to maximize predictive performance. The amount
thateach item increases the predictive performance of the model is computed, selecting the items that add
the most to the i nsntatestdataset. Predicive mower was meairepva & statistio
called the ROC AUC (receiver operating characteristics area under the curve). An AUCwalue of .5
tantamount to bao more predictive than a coin toss, whereas an AUC value of 1.0 would be perfect
predictive accura¢seeRice & Harris, 2005)he model stops adding items once no further additions can
increase the model AUC.
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Given the variation in samples, iteangloutcome base rates, we use a set of algorithms, each
designed to provide a special feature that another mély fostany given model, an item is selegted
identify it for another round of processing. In the second round, we take all sele@nd &ates them
into a final boosted regression, which provides weights (or values) to each item in a givkis prodelss
was completed twicefortRe e scr een assessment, predicting 6any?d
times for thdull PACT assessments, further modeling felony, violent, property, drug, as well as any
recidivism outcomes for both males and fentatesdly each model is reviewed BYAJCA created SME
group, identifying items to be adjusted, added, or removed to impeoxadidhity .

Validation

Assessing the predictive performance of each model was conducted using a validation technique
referred to as Hold crossvalidation. Generally, there are two steps needed to validate a risk assessment
instrument: training of theski model based on a set of data and then testing the created models on a new set
of data that the model has never seen before (to assess how well it makes correct predictions). Simpler
methods that employ this technique often use aapijile procedursgparating the data into two equal
halves: one for training, the other for testing. The limitation with this method is that it does not use all of the
data available for each of the two steps, only one half.

A method tharesolves this limitation isfld cross validation, which partitions the dataset into 10
equal parts at random. Nine of the parts are used for training the risk model, with the remaining part used for
testing. This process is then replicated/repeated 10 times, with a differeftherdhta used for testing
each time. The performance metrics of the predictions for each of the 10 subsets are then summarized to
yield a single score. The performance metric used was the ROC curve and its associated AUC statistic.
Industry standard idgfies four ranges/effect sizes of AUC vatuesgligible (<.56), small (0&63),
moderate (0.6d.70), and large (>0.71) (see Riklarris, 2005)t is important to note that AUC statistics
were also computed for the curf@ACT scoring, for theyrpose of comparing improvements gained using
updated modeling.

Risk Level Category (RLC) Cut Points

Next, we setut points, or thresholds, to determirieCs(i.e. low, moderate and high). Briefly, all
risk and needs instruments consist of a set of items and responses in which the individual is assessed. This
can be completed with a review of the imdréevidual d
built on one sample, to be gender neutral, and with a single outcome, we built the updated PACT using
multiple data sources and statistical algorithms used to predict recidivism on tens of thousands of offenders.
Response values for each item o&fisessment provide a score, where the scores for all responses are
summed to create a total score. The total scores from eacirginath analyzed and their risk level, or
category, is determined based ople Byideatifyingtlsec or eds r
coll ective distribution of tot al scor es, we can i
forms a normal distribution, or bell curve (see Figure 1).

0]

2]t should be noted that for each of thedels described above, modifications were made so that negatively weighted
items are always dropped from consideration by the selection procedures. Items were coded in such a way so that
positive relationships with recidivism should be expected basexinological theory. Item weightings found not to

be consistent with theory were eliminated from the item selection pool.
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Figure 1. lllustration of Aggregate Risk Score Distributio and Cut Point Creation

Base Rate

25% 50%

Cut pointsare then establisheditad e nt i f y . Ty detetmimé who iR higisk, varying
metrics can be usdlit the most accepted method is to set cut points in reference to the average rate of
reci di vi stne,d6 bas@ragengly the rateaof recidivism for the entire population, regardless of
risk. The cut point is then setadeterminedalue above the base rate (typicaliavtioree times). For
example, if a risk assessment rangedziooto 100 had an average risk saarg0, and a recidivism base
rate of 25%, we would identify the risk score associated with a 50% probability of recidivism. If, for instance,
the score associated with a 50% probability was 74, we would determine that engoftescabove,
would be identified atigh Risk

Based on our proposhitrarchicisignthis process is completed for multiple outcomes, selecting
and weighting items that are most predictiviefmnyy i ol ent , pr oper t yentifythg ug and
youtht hat are O6HiIi gh Rnceditpoints@nre seefa each ooteome; thenRe.C is
determined based on the highest level (or severity) of risk. This design is organized to identify those youth
that specialize, or have a propensity for one type of recidivism, versus those thai@ertoaistic.
Fi r st , Prescreaemsecdrehwil setermine if they argisbvand meet the criteria for diversion. They are
then scored on tHell PACT, and if they do not exceed the cut point orotleen y 6  rtleectheyarev i s m
identified to béow-risk and eligible faliversiod However,fia youth exceeds the cut point on the drug
model, they are identified to be Lev@High Drug. If they exceed the cut point for the property model they
are identified to be Leved3igh Property. If thegxceed the cut point for the felony mottheln they are
identified to be LeveldHigh Felony. If they exceed the cut point for the violent model they are identified
to be Level B High Violent. Finally, if they exceed the cut point for all fourisighmodelshenthey are
identified to be Level®High DiverseThat is, if a youth exceeds the cut point on the violent models, they
are identified to be Level 5 (high violelta youth exceeds more than one, but nbtgiiirisk models, the
highest RLC is selected.hi s hi er ar chi cal ranking of risk coul d
recidivism preventicend is depicted in Figure 2

3 This is additional method of diverting youth is created, by design, to act as a safeguard for those youth with a greater
level of protective factors that are not captured Bréisereen tool.
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Figure 2. PACT Hierarchical RLC Design

Level 6: High Diverse

High Risk Cut Point

Violent Model Level 5: High Violent Hligh Risk
High Risk Cut Point p . in all 4
Felony Model Level 4: High Felony models

High Risk Cut Point
Property Model
y High Risk Cut Point .
Drug Model Level 2: High Drug

Not Low or High Risk

Any Recidivism > Level 0: Low Two
- Low Risk Cut Point Methods of

————————————————————————————————————————————————————————— t = Diver Ling

Low Risk
Prescreen Level 0: Low oW s

Based on theutlined design, a review of outcome base rates and an understanding of the current
RLC proportionswe operationalized the updated RLCs. Table 1 provides the operational dbfisitions
rate and cut poinfor each modeReaders should note that nstidel scores which exceed the cut point
may possess a probability of recidivism that isteepragreater than the point listed in Table 1.
Furthermore, to prevent ovelassification, the base rate used is for the overall sample idenafigduth
completing th@rescreemmssessmennd is gendereutral.

Table 1. RLC Operationalization

RLC Definition Base Rate% Cut point (Samplerecidivism %)
High Violent 2X base rate 14 28
High Felony 2X base rate 16 32
High Property| 50% base rate increas 19 29
High Drug 50% base rate increas 5 8
Moderate Not High or Low Risk -- -
Low 50% base rate reductio 34 17

Each RLC and cut point was then vetted by the SME group to determine the appropriate size of
each categogndthe best reference point fighrisk categories. The SME group was also tasked to
identify the impact th#he updated design and RLCs will have on policy, supervision strategies and program
placement critefidReaders should note thataughout the development proc&sC comparisons
between the current (origireaid updated PACT scoring models are provided. Specifically, RLC proportions
and rates of recidivism for each categonyfimmedas a reference to identify the relative improvement of the
updated models.

4 At the time of writing this report, SME vetting of RLCsstithsinderway, where final placement may alter what is
presented here.

11| Page



Need8ssessment

Before describing the methods used to create the needs assessment, it is first necessary to describe its
design. The design is outlined to work with the risk assessment, allosingRLE hen det er mi ne
needs. That iaedytypeaf rgcidivisinlis@inked to meeds itdms that are predictive of that
particular outcome type. This #iskneeds design was developed previously (see Hamilton et al., 2016) and is
described here afileering process.

Needs Assessment Design

Thedevelopment of the needs assessment takes advantage of the large pool of items collected as a
part of theFull Assessment, restricting classification of needs to dynamic items. This instrument development
method allows fainassessment of a yo@thedudbn in needs during the course of supervision. The
proposed needs assessment development extends prior risk assessment efforts, constructing models
separately for males and females, using multivariate item selection, analytic weighting, and gpiecified predi
models for felony, violent, property,daugn d 6 any & r eci di vselsctadandWeiri | e t he €
weighted scores differ from the PACT risk assessment, the items selected are drevwsamenpool
collected in the Full PACTs8essmenftThe differencés thatthosecalculated for needs provide scores
within each of outlined domains and utdizkdynamic items. The following sections outline the details of
that development process.

The utility of the needs assessment operates withitlinad continuum of the PACT assessment

system. The application first uses static and dyn
classification level. ThpdatedPACT desigrhasfour outcomespecific and two general recidivism

predictionmodes. Using model specific algorithms, the ind
intoRLCs Mor e specifically, once an offenderds respo

assessment item pool, these responses are weidldeorad.

To illustrate furthe if a given youth enters the JCA systemsaambéessed on the items in thle F
PACT Assessment item podietPACT algorithms for each of the five models are then scorexafmpie,
i f a vy o uhighr isferibdhdhe Vialent aidd Drug risk assessment models, the highest ranking
would be selected, identifying the offender as Catayjbligld Violent. The Violent Needs Model
algorithm would then ppliedand t he soft war e wo uslcldssificationineeds t he of
(i.e., high, moderagmdlow) within each domain that predicts violent recidivism. This process is diagramed
furtherin Figure 3

50nce assessment data are collected, developed software apjslivetided to compute separate algorithms, for
both risk and needs assessments.
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Figure 3. Diagram of Risk and Needs Scoring Process

PACT: Item Selection & Weighting

Risk Model Violent Felony Property Drug Any
Scoring Risk Model @ Risk Model | Risk Model | Risk Model | Risk Model

Category High High High

. i Violent Felony Property
Classification Risk Risk Risk
Need Model ST (241 Property

Scoring Needs Model g Needs Model |Needs Model | Needs Model [ Needs Model

This filtering process from the general goaisk category, to needs scores provides additional
specificity for case managers. The added complexity is necessary to allow case plans to focus intervention
efforts on reducing an individual 06s tmhavethess sed cr i m
greatest strength in predicting a youthos specifi
complexity, this process all takes place in the background, where the work of scoring risk, classifying youth,
and applying weighted neettwrss is based on a system of algorithms computed through a unified software
platform

Needs AssessDevelopment

Following this desigmwe developed the needs assessrirést, waedentifieda subset aflynamic
items, creating a separate daféBese items are identified in the Washington State Juvenile Court
Assessment Manual (Version 2.1) as O6Dynadmic6. The
school, freg¢ime, employment, relationship, family/living arraignments, mental kigaltleséehaviors,
aggression, and skills. As described, these domains were theoretically constructed and may not align with
current standards for scale construction. To validate the appropriate number of items andelomains, w
analyzed the underlying domsts/domains to identify and confirm the development of updated scales and
subscales of youth needs. This process was completed using both exploratory and confirmatory factor
analysis (EFA & CFA). Both scales and single items were then modelednbgputoorae and gender
predicting recidivism. Again, predictive validity statistics are presentédgifsedbcuracy of each scale
Finally, needs model cut points were created outlining high, moderate and low Needs Level Categories
(NLCs).This sectin describes the analytic plan utilized to develop the needs assessment.

Factor Analysis

Determining the number of items and domains within a needs assessment is an important process.
While one can use logic to generate questions and place them ortes;atetgrmining if the categories
measure Oyouth needsd is a more complex task. Tha
assessment, as a risk assessment has an observable (manifesiyecittioism. However, needs are
subscals that do not have an observable outcome and thought to be indirectly related to recidivism. Due to
thelack of a directly observable outcome, needs are @sfatedt construbtsdetermine the most

6 While readers may note thatdieselopment of a needs assessment was the primary deliverable, due to the design of
the needs assessment, the risk assessment was first updated and added to the project task list.
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appropriate combination of items into domaindytimapproaches are necessary to identify and validate
domains empirically.

In order tocreate andalidate the construct validity of PACT neleasains, we completed two sets
of analyses. First, we utilized EFA to identify the best combination afritemsnber of domains/scales.
A second set of analyses, Ok, then used to confirm, or validate, the existence and strength of the
created scaleSpecifically, this stutlye s t e d tintemal RténCsTruEtawa rigorous psychometric
analysespecified statistical indicat@nsodel fit indicesyere used to determimbethercreated scales meet
industry standard thresholuée further outline the relative strength of the construct validity firiegs.
model fit indices include tR@mmparative Fit Index (CFIl), Tucker Lewis Index (TLI), Root Mean Square
Error of Approximation (RMSEA), and associated rules to evaluate the goodness of the IRT/IFA models
EFA model evaluation criterioaiso includéhe KaiserGuttman rule, goodnessfitf strength of the
loading/crosdoading, and theory as foundation to facilitate the model evaluation process as suggested by
Mei (2018)The scale reliability was estimatethei@r o n b a ¢ boéfficierd | p h a

Needs Models

Following the creation of eds scalewe proceedei develop needs moddbased on RNR
concepts, each need item and scale must be determined to be criminogenic, or possess a statistical
relationship with recidivismradictionmodels were computedthin each domains s ¢ em&os an d
determine their criminogenic relationship with recidivism. That is, separate domain specific models were
created, using the previously described 6batchd m
select and weight items that pradicidivismThesemodeling procedures were brekemnfurther by
gender. Thus, the procedure sebrutisweighta unique set of items/responbggender, outcome, and
domainspecifianodeling Combining the assessments created for each d®maed{vism type (5), and
gender (2), provides for a totaBdindependent models, which form the needs assessment tool.

Need Level Categories (N4.C

Similar to the devel opment of t hasthenidigded assessnmn
into high, moderate, and lowed categoriddnlike the risk assessment development, NLCs are not
hierarchical, where each of the 80 models providestbneeofategory levels. As the nessissament
modes make use dfull Assessment daet, higkrisk categaes were set to be roughly tiivoes the base
rate, while lowisk categories were set to be egulg@ssthan the base rate for a given model type. It is
anticipated that the NLCs provided for youth will assist in determiniragmporogg needs and eligibility.

RESULTS

As outlined in thanalytic [an, findings are organizztordingly and presented in this section.
First we present findings from tReescreeipredictionrmodeling efforts. Next, we describe PCA findings.
Full Assessmemisk predictioomodel results are presemtedt Updated RLCs, using theescreen and
Full Assessment results are then presented. Next, EFA and CFA results are presented, followed by need
models results. Finallydiscussion MLC category fidings ar@rovided

PrescreenRisk Prediction Models

Based on SME discussion, the recalibration Bi¢sereen tool was needed for two reasons. First,
an improvement in the predictive accuracy was anticipated via item weighting. Second, through item
sekction, removing nepredictive itemseducesssessment labor demands. Using the methods described in
the analytic plaafinal male andfemale model was creatBEicidings are presented in TableezZns and

7 The general guidelines and industry rules for these model indices g RBISBMarginal Fit, RMSEA <.08 =
Acceptable, RMSEA<.05 = Close fit; SRMR <.08 = Acceptable fit, SRMR <.05 = Good fit; CFI/TLI >.90 =
Acceptable fit, CFI/TLI >.95 = Good fit (Brown, 2014, Wang & Wang, 2012; Little, 2013).
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responses are listed in the first coluntiie male and female columns identify the weights assigned to each
response; blank cells indicate that an item does not score forlarpaddelResponses that provide an
increaseérisk to recidivate are positive values and those that are protective are negative values (reduce
recidivism risk). Where indicated within the manual, risk and protective responses welemetaurad
revealedho scoreprior research and preliminanalyses were used to determine the value/direction of a
given response/item.

Overall findings reveal that most items used as part of the current PACT are found to be predictive
of recidivism. However, there are some items that do not score and witidzkfouremoval from the
Prescreen. These items include sexual misconduct misdemeanor referrals, felony sex offense referrals, history
of abuse, and history of mental health problems. In addition, there are several items that are gathered as part
of thePrescreen tool and do not currently séorehich we identified as predictive. These additional
scoring items include history of @uitial friends/companions, history of jail/imprisonment of persons who
were ever involved in the household, problemrist parents who are currently involved with the
household, history of alcohol use, and history of drugxaseining the final model weightg af first
offense is one of the strongest predictors for both males and females, while current friamisisamp
stronger predictor for males and agaiaston felony referrals tend to be a stronger predictor for females.

Table 2. PreScreen Risk Models

Measure Male Female
Any Any
Gender
Female NA NA
Male NA NA

CRIMINAL HISTORY
Age affirst offense

Over 16 0 0
16 3 4
15 6 8
13to 14 9 12
Under 13 12 16
Misdemeanor referrals
None or one 0 0
Two 2 2
Three or four 4 4
Five or more 6 6
Felony referrals:
None 0 0
One 4 4
Two 6 6
Three or more 8 8
Weapon referrals
None 0
One or more 1 1
Againsiperson misdemeanor referrals
None 0 0
One 1 2
Two or more 2 4
Againsiperson felony referrals
None 0 0
One or two 2 4
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Three or more

Sexuamisconduct misdemeanor referrals*

Felony sex offense referrals*

Disposition orders where youth served at least one day confi
detention

None

One

Two

Three or more

| AINO

O O|W o

Disposition orders where youth seratkbast one day confined
JRA

None

One

Two or more

AINO

WO

Escapes

None

One

Two or more

N[O

N[O

Failureto-appear in court warrants

None

One

Two or more

AINO

AIN|O

SOCIAL HISTORY

School

None of the following

Enrolled and: Problems reported by teachers or calls to par
or some fulbay
unexcused absences, or mostly Cs and Ds, some Fs

Dropped out, expelled or suspended, or enrolled and: calls
police, or truancy
petition or equivalent, or some Ds and mostly Fs.

History of antisocial friends/companions

Never had consistent friends or companions

Had proesocial friends

Had antisocial friends

Been a gang member/associate

Current friends/companions

Has presocial friends and no aaticial friends

|
IS

Has no friends, or preocial and anrgiocial friends

Has all antsocial friends

Is gang member/associate

oA~ O

History of Outof-Home and Shelter Care Placements Exceed
30 Days

No outof-home placements exceeding 30 days

One or more oubf-home placements

NO

History of Runaway® Times Kicked Out of Home

No history of running away/being kicked out

One instance of running away/kicked out

Two or more instances of running away/kicked out




History of jail/imprisonment of persons who were ever involve
the household for at least three months

No sibling(s),mother, father jail/imprisonment 0 0

Sibling(s),mother or father jail/imprisonment 4 2
Jail/lmprisonment History if currently involved in the househao

No sibling(s),mother, father jail/imprisonment 0 0

Sibling(s),mother or father jail/imprisonment 1 1
Problem history of parents who are currently involved with th:
household

No problem history of parents in household 0

Any Parental problem 1
Parental authority and control

Youth usually obeys and follows rules 0 0

Sometimes obeys or obeys some rules 4 3

Consistently disobeys, and/or is hostile 8 6
History of alcohol use

No past alcohol use 0 0

Past alcohol use 2 2

Past use caused one or more problems 4 4
History of drug use

No past drug use 0 0

Past drug use 1 1

Past use caused one or more problems 2 2

Current alcohol/drug use
Current alcohol/drugs not causing family conflict, disrupting
education, causing
health problems, interfering with keepingso@al friends or
contributing to criminal
behavior 0 0
Current alcohol/drugs causing family conflict, or disrupting
education, or causing
health problems, or interfering with keepingspial friends or
contributing to
criminal behavior 1 2
History of Abuse* -- --
History of Being a Victim dfeglect
Not victim of neglect 0 0
Victim of neglect 1 1

History of Mental Health Problems* -- --
Note: *Item does not score.

AUC values of the updated models and those based on theRresem®en scoring are provided
Tabl e 3. As a reference, the AUC val uedingf orm Barn
indicate that the updated models improve predictive accuracy over thEresmesgn model scoring by
two percent. While this only represents a snmlbvement, readers should take note of the AUC ranges
(presented previouslyhe difference between a weak and a strong AUC valughiseight percenand
theidentifiedtwo percent improvemenbtablypushes the predictive accuracy of both mbdets
6 mo d dabastt e lfdsralgodvorth noting that tBarnoskiZ004 study identified a substantially reduced
AUC when compared to current and updBtedcreen models. These improvements may be due to updated
practies that were implemented 002 and/or aggregate population changes (i.e. decreasing crime rates for
juveniles or alterations in overall risk).
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Table 3. PreScreen Modeling Results

Male Female GenderNeutral

AUC

Barnoski 2004 AUC 0.64
Current Prescreen AUC 0.69 0.0 0.69
New Model AUC 0.71 0.72 0.71
BASE RATES

Barnoski (2004) gendwsutral base rate 50%
Current gendeneutral base rate 3%%

Principle Component Analysis (PCA)

Prior tocreatinghe Full Assessment moddiRCA analysis was completed to identify items that
could be used as scales in the batch model pro&mhleecreation is an important proeess allows
items with simil ar,analogous ® a singlé reed being lesk stabltedsmaktthana m 6
a bundleThis analysis was completed withsthiEsebf youthwho completed thieull Assessmenthe
detailed statistical results of the PCA are fioulsopendix III.While not all scales (or components)
identified in the PCA were fourallie predictive in the risk models, many sualegledthe underlying
evidence that allowed for the variable combinations used in the scales presented.

Full PACT Risk Prediction Models

Using the reduced sample of youth that receivéditfessessmentye proceeded treate the 10
riskmodels previously outlined. Again, using the methods described in the analytic plan, male and female
modes were createetailed model findingse pesented idppendix IV Items and responses are listed in
the firstcolumn Male and female columns identify the weights assigned to each, espombéank cells
indicate that an item does not score for a particular model/gender. Due to the additional outcomes modeled,
there are five male and five female coluibenssare listed with their original item numbers and within
domain; however, due to scale creation, items are often not in their original order. Readersthsladuld not

item number | isted mvdnuUialddssd oG yadr e edodtudrsarae rarrd niscadhtdi o
eachdomain.t ems i dentified as a scale have a subtitle
applyd times are indicated and allow for multiple

youth may oly receive one score/provide one response.

Similar to thérescreen maodels, consistency in items selection and weighting is observed between
genders, where a given item selected for a female modelafiendhennot observed to predict for males
as vell.Greater variations can be observed with regard to model type, where specific items/responses are
more predictive of specific types of recidivism. While unique item selection was observed for all model types,
the Violent models for both males and femptovided the most unique selection of items (and lack of item
selection). This finding suggests that if all models cannot be retained for implementation, that the violence
model should be given the greatest consideration for retention.

AUC values of thepdated models and those based on the cBrestreen scoring are provided in
Table4. Findings indicate that the updated models improve predictive accuracy over tReeseresm
scoring This finding is universal across all 10 models. Beforibidgdgtee findings further,ades should
note the reduction in AUC values for the current and updated models as compaPeestréle@ models
previously presented. The notediC shrinkage isota result of reduced predictive accuracy provided by the
Full Assessment (in fact the opposite is true). The AUC shrinkage is due to the greater h¢simaganeity
range of riskand reduced sample saxmilable foFull PACT assessmeSBtatedlifferently, if all lowisk
youth had been provided thaell As s essment, the AUC&6s of both the cul
exceedhepresented values and those oPtl@screen model.
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Table 4. Full Assessment Modeling Results

Male Female

Any  Felony Violent Property Drug | Any Felony Violent Property Drug
MODEL
AUC 0.67 0.68 0.67 0.66 0.65 | 0.64 0.67 0.70 0.64 0.67
CURRENT
AUC 0.63 0.64 0.62 0.60 0.57 | 0.60 0.60 0.64 0.59 0.57
BASE
RATE 34% 16% 14% 19% 5% |34% 16% 14% 19% 5%

Given this clarification, our findings indicate a four percent incrdas@ wralues for both male
and femal e 0 an Pdavarage reab? imprevememnisoodserved when comparing the
current PACT scoring to the updated predictions usif@gliessessment. The largest AUC improvement
was identified for both neahnd female Drug models (8 and 10%, respectggli) keeping in minthe
industry standard AUC ranges, the value increaseltoegnbve from one strength range to the next is
roughly 7%. With aaverage predictive accuracy increase,a%ndirgsrepresent a substantial
improvement over the current PACT scoring.

Risk Level Categories (RLCs)

Cut pointswverenextcreated, placing youth intoRLC. As indictecighrisk categories were
identified for each model in reference to the base rate (see Table 1). Although the risk scores were created
with separate gender samples and with a subset of youth that redeiliedissessment, base rates were
those indicated the largePrescreen and using a geadartral sampl&LC results are providedTiable
5, where the first column provides the updated RLCs and the second column indicates the proportion of
youth exceeding a model cut point. Readers should note thitkhighegories are established viguthe
Assessment, while the lask category combines those below the established cut points for both the
Prescreen arfeull Assessment. Furthermoyeuth may exceed more than one cut point. As a result, the
categdes are not mutually exclusive and sum to Ma@féovey percentages are not provided for the
Moderate or Higibiversegroupsas these RLCs are not populated via one of the five outcome models and
are instead created via the category assignmeptavitassly described.

When examining the proportion of youth that exceed theislgtut points, the percentages
increasérom HighFelony(23%)to High-Drug (34%) The relatively similar proportions of youth exceeding
the high risk categories indicategtastantial proportion of overlaghlyeen categories, with lower levels of
high risk categories possessing unique cases not identified within the higher RLCs.

Hierarchical Risk Level Classification (RLC)

Based on the RLC assignmentruleftHé er ar chi cal Pop %0 category w
youth that are indicated to exceed more than onedkglategory are placed at their highest level indicated.
Youth exceeding allhighi sk cut point dHiaglk PpPi deches aodcassifidd kiav e | 6
theloworhigh i sk model s ar &Mbdentait €Ebed as O6Level 1

What is notable is that near ByowaRifsk®e polpluda
22% indicated 422%)3dHhe eemaningl% ofhe dopulationh adidentified as some form
of highrisk, with 15% exceeding all higik cut points (i.e. Levebéligh Diverse)Due to the overlap
among HigkDiverse cases, only a small proportion of youth are uniquely identifiedraddtig(1%0),
High-Violent (3%), HigiProperty (4%), and Higbrug (5%).

Next, we examined the type and propordtion of r
Hi gh Diversed® group possessed the higidamg(ll®oat e of
recidivism, indicating an appropriate classification of a higher risk category of youth that appear to be
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opportunistic with regard to futwtelinquency Yout h i ndidelagbhdFakbkodyéveepbrt
greatest proportion of felongaidivism (26%), while each of the Highlent (28%), HiglProperty (32%),

and HighDrug (11%Yyroupspossessed similar slightly reducegroportions of their specific type of

recidivism, as compared to Higiverse. These findings provide evideraerétidivismpecialization

occurs among tH&/AJCA probation population and specified RLC categories can be established using
outcomespecific PACT models.

Table 5. Hierarchical RLC Proportions and Recidivism

Pop%

Exceeding Cut Hierarchical Any Felony Violent Property Drug
UpdatedRLC Point* Pop% Recid% Recid% Recid% Recid% Recid%
Level 6- High Diverse -- 15 65 22 30 39 11
Level 5 High Felony 23 4 59 26 19 31 10
Level 4 High Violent 28 3 53 22 28 28 6
Level 3- High Property 29 4 53 20 16 32 8
Level 2- High Drug 34 5 51 19 16 26 11
Level 1- Moderate -- 22 41 13 13 20
Level O- Low a7 47 18 4 6 9 3

*Note 8 Youth may exceed mdtean one cut point, therefore the column does not indicate mutually exclusive category membership

Wefurther examirgtthe RLC proportionall highriskyouthwere groupeihto a single category
and compared to the currélACTRLGCs, as well as those initially created and examined by B200g8ki
Improved prediction is identified if updated -higj categories have a greater proportion of recidivism
indicated and a reduced proportion forlisk categorie$he findings are presented able6. Several
positive findings are identified via the updated RLCs. First, the population proporetais/ahe similar
when compared to the current RLCs. Whilerilglproportions are equal (47%), the-higfhproportions
were found to be higher for the updated RLCs (32%pared to the current RLCs (28%hile RLCs can
be further adjusted to meetrageneed, by placing relatively equal proportions of youth in RLC categories,
as compared to the current PACT, this may remove concerns of supervision labor modifications following
implementation.

With regard to recidivism rates, the updated RLCs proyide/ed prediction. Specifically, the
updated RLCs indicate a 6% i thphigbriskecdtegpy, eomparedto on o f
the current RLCs (61% vs. 55F)rthermorewith the exception dfighrisk propertyecidivisn(34%) the
updated higland lowrisk categories provided improved prediction of specified outcomstigpes
compared to theurrent RLCs. When compared to thenBski (2004) findings, the proportion of hiigk
youth was greater, while {0gk proportions were reded. With that said, the updated RLCs provide a
similar rate of ©O6any®d r eci dofvecidiviem guring thhd tim¢theon. Gi v e
Barnoski study data was collected, it is notable that the updated RLCs are achieving akimilar rate o
recidivism prediction.

8 Readers should note that Ba#i¢2004) did not report property and drug recidivism ttatesthesare not
indicated in the table
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Table 6. Three Category RLC Comparison

Any Felony Violent Property Drug
RLC Pop% Recid% Recid% Recid% Recid% Recid%
Updated
RLC
High 32 61 27 26 34 10
Moderal 22 41 14 13 20 5
Low 47 19 4 5 9 3
Current
RLC
High 28 55 25 25 34 8
Moderal 25 37 12 14 21 6
Low 47 20 5 6 10 3
Barnoski
2004
High 43 61 32 11 - -
Moderal 28 48 21 6 -- --
Low 29 34 11 3 - -

Needs Assessment

The needs assessment analyses consisted of three stages. FirsEulishsgd¢sement sample of
youth, factor analyses were completédentifydomain scales consisting of item combinations. The created

scales and items wénenmodeled for theicriminogenigroperties (ability to predict recidivisBgch

domain providsits own set of needs models. Finally, cut points for needs models were established.

FactoAnalysis

First, anEFA was completed@he purpose of thisnalysiss to seekut itemcombinations and
form initial scales. Thmethodhlso provides researcheith the ability to identifgonvergent/diverghdity

(Brown, 2014; Mei, 2018), essentially measuring the strength of variable combinations widisinvalscale

astheweakness of variable relationships between two differentSmadeal industsfandard statistical
computed to

i ndi ces
rules to evaluate the strengthhaf IRT/IFA models, the KaiseGu t t ma n
alpha, and the strength of the loading/cloadingsOnce the EFA was completed, and

wer e

test

the filt

rul

e

and

convergent/divergent validity was identifi&felA analyses were complefdwe goal of CFAvasto conirm

the existence of the scales identified in the EFA anghesd=|, TLI, andRMSEA? were also computed to

assess model fit and stren@thilectively, these tests were used to confirooiistruct valioitihe

developed scal@he completion ahe EFA and CFA procedures resulted in the determination of construct
validity for our developedt s PACT needs scales. These findirgyaumerous and nearly represent a
technical report in their own rigReaders interested in the details of tretgseshould refer té&\ppendix

V.

The totality of findings revealed six langedsiomains, several of which proadelitionakcales
and sukscale. This is a reduction from the previously identified 10 scales, based on current,

original/theoretical domains previously outlined. While many domains remained nearly identical, several were

combined to form larger scales and many possess additionaf@oniegsubscales. We feel the new

9 The general guidelines and industry rules for these model indices are RMSEA< .10 = Marginal Fit, RMSEA <.08 =

Acceptable, RMSEA<.05 = Close fit; SRIBB = Acceptable fit, SRMR <.05 = Good fit; CFI/TLI >.90 =
Acceptable fit, CFI/TLI >.95 = Good fit (Brown, 2014, Wang & Wang, 2012; Little, 2013).
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organization of domains provides greater contextual details of youth needs as well as more translatable
eligibility criteria for programming.

For the purposes of this technical report, we provide a brief discusiséitenfiis used to create
the scales and updated domahith regard to the Schddéeds four scales were identifigd factor
analysi$ Involvement, Belief, Student Conduct, and Academic Perforilasabscale loadings are strong
(.927)and modelit indices exeed industry standards (RMSEA = .089; WK .988). While similar to
the current domain, the School subscales provide addedioterteetd to assist with case management.

Figure 4. School Needs

Model A6

RMSEA = .089 [.088 - .090]];
CFI =.986; TLI = .988; df=106

School

Student Academic
Conduct Petformance

Involvement Belief

4

1. Enrollment 1. Value m Ed
2. Involvement 2. Encourage
3. Attendance 3. Staff Comfort

1. Conduct 1. Performance
2. Suspend/Expel 2. Assess Stay

The Associations Domain was established through a combination of three of the originé domains
Current Use of Free Time, Current Employment, and Current Relationships. Four subscales were identified
via factor analysisUse of Free Time, Employment, fSacial Attachment, and Atbcial Attachment. All
subscale loadings gand(.633 and model fit indices exceed industry standRIMSEA = .062; CFI/TLI
=.999. Unlike the School domain, the combinatiocuofent PACTdomains provides a strengthemhg
the youth needs scale context, in what was once three small but related domains. In particular, programming
and interventions are often difficult when only observing risk and protetingedia single domain (i.e.
Employment veree Timeyithoutsimultaneously understanding the issues/strengths of related domains.

The new, combined domain provides an opportunity to assess the companionscandceldraactivities
of the youth in a single scale.
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Figure 5. Association Needs

RMSEA=.062[.061-.063]
CF1=.998; TLI =.998; df= 78

Associations
633
.633
633
633
Pro-Social Anti-Social
Use of Time Employment .
ploy Attachment Associate
1. Unstructured . .
Activities 1. Understand Job Maintain 1. Positive Adult L Fuend.s /€ompanians
L 2. Admires/Emulates
2. Interest Structured 2. Current Interest 2. Community ties

. 3. Resistance to Anti-social
3. Structured Activities #

With regardo the Family domain, the items similar and retated current PACBHut the updated
domain providesrmorecomplex understanding of family relationsHiipe first notable difference is the
bifurcation of the domain into two scaésmily Member Problem and Family Member Support &
Conflict. Family Member Problem is a single scale
jail, mental @éalth and substance abuse issues) that are,Hatgeithint he yout hds contr ol
Family Member Support & Conflict scale, three subscales are iddRégitbntial Stability, Psocial
Family, and Family ConfliEurthermore, within thero-social Family scale, two additional subscaled exist
Family Support and Parenting Sl&tlale loadirgrange from small (.308) to strong (.946ylel fit indices
exceed industry standards (RMSEA78 OFE.928;TLI = .934). Whilefamily counselgand related
programmingeg(g.FFT) haee commonly been utilized for youth with Wighds within the Family domain,
this new scale development may provide a contextual understanding that will assist and target programming
needs of youth.
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Figure 6. Family Needs

Model C10

RMSEA=.073[.073-.074]
CFL= .928; TLI =.934; df = 260
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1. Family Jail/Prison
2. Parent Problem
3. Sibling Problem
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2. Protective ‘Living
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1. Support Network 1. Parental Supervision
2. Willing to Support 2. Parental Authority
3. Opportunities for 3. Consistent Punishment

1. Run away/kicked out
2. Family Member Relationships
3. Level of Family Conflict

Family Activities 4. Consistent Rewards
5. Parental Characterization
Youth’s Behavior

3. Risk Living With’
Relationship

The Alcohol and Drug domain is relatively similar in contextaogieal sale. Howeves, factor
analysis identified and confirmed three substBlesendence, Alcohol and Drug Abuse, and Health
ProblemsAll subscale loadings are stroB§9,.and model fit indices exceed industry standards (RMSEA =
.43 CFI/TLI =.992. While similar to the current domain,rtbe domain provides separate scales that
outline the severity of youth substance abuseasslissale®latedo the impact of use/abuse as well as
substances asgmptom®f related health concerns.
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Figure 7. Alcohol & Drug Needs

Model DS

Alcohol & Drug

RMSEA = .043[.043-.044]
CFI=.982; TLI =.982; df= 374
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) . 6. Marijuana use 5. Drug Use Health Problems
7. Drug Disrupts Ed 6. Alcohol Use Health Problems

8. Drug Family Conflict
9. Drug Interferes Pro-Social Friends
10. Drug Contributes Criminal Behavior

The Mental Health domain is another collective of items that is relatively similar in context to the
origind scale. There is only one scale identified and no subscales indicated. Five items compose the scale,
including suicide ideation, ADD/ADHD, treatment, medicatiod mental health issues interfering with
working with a youth. The scale loadings range from medestiting (.61:3872) and model fit indices
exceed industry standards (RMSEA = .057; CFI/TLI = .Ba%gd on SME input, this domain, by
comparison tothers, represents a difficult domain to program. The updated scale construction does not
offer a change to the current utility of the domain but does restructure and combine scdlagyemuthto
in need of additionallinicalassessment.

25| Page



Figure 8. Mental Health Needs

Mental Health

Model ES

RMSEA=.057 [.054-.059]
CFI=.991; TLI=.991; df= 21
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One of the most interesting newly organized domains, Cognitions & Behaviors, was established
through a combination of three of the origitedtiomaing Attitudes/Behaviors, Aggression, and Skills.
Within the Attitudes scale, twobscales are identif@éeBeliefs and Perceptions of Others. The Aggression
scale is a collection of five items, with no subscales. Finally, within the Skills scale, three subscales are
identifiedd Future Perceptions, Coping, and Precipitous Acfibrssibscale loadingsarem t he &dstr ong
range (.816859, and model fit indices exceed industry standards (RMSE& EF0= .961TLI = .963.
Unlike theAssociations domain, tiiew scale organizatiohdomaingepresents a combination of three
domains that were strongly predictive on their own. While the findings provide a strong culmination of item
relationships, previously scored separately, theory and prior findings support the cobxbdtpejcr®80;
Dodge, Pettit, McClaskey, & Brown, 1986ffitt, 1993. In particular, programming and interventfons
aggression (i.e. AR/f&an der Put et al., 2QXhd general cognitisehavioral therapies (i.e. MRT) often
attempt to ameliorate, or reduce, criminal/delinquency thoughts and pattbeiewy/éhis new
organization of scales provides a solidified domain that is more amednataevative of youth cognitive

behavioral programming.
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Figure 9. Cognitions & Behaviors Needs

Criminogenic Needs Models

Next,we created needs prediction modéls.RNR modehdicateshat needs must have an
empirical (statistical) relationship with recidiidstdrews & Bonta, 201Meeds that possess such an
associatioare termedriminogeriio create criminogenic neddsnains, the scales described in the previous
section and remaining (single) dynamic items were model¢deysiggously described prediction
modeling procedurA. total of & criminogenic heeds models were developed and vatidateder, unlike
therisk models, each domain is modeled separately. Detailed model findings are provided ilAppendix
thorough review of the items that were found to be predictive, and their responselevemidsatethat,
like the risk models, some items/scalesraversally predictive, while others are only predictive for specific
types of outcomesr for one gender.

We further examined the AUC values of the created needs mofiétsd el s AUC findi n
provided in Table 7, where the two highest AUC valuesldee for referengeAll AUC values range
from negligibléo-moderate strength (see Rice & Harris, 2606all but the Violent model, thew
Associations Needs Domain was found to be one of the most préaliclveutcomes except Violent
Simibrly, the Attitudes stdbmain was found to be one of the most predictive models for all but the Drug
model.The Alcohol & Drug Domain was found to be the most prediotivth male and femalaug
modelq.60 & .65, respectivel@)milarly, the Aggreen subdomain was found to be most predicative for

10Readers should note that Domain 6 (Cognitions& Behaviors) was assessed as three separategutis to highli
AUC variations for specific outcome models (i.e. Violdn$) scale may also be combined to form a single scale where
the scores of each of the three domains can be combined to for one scale value.
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