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Following America’s successful airline deregulation experiment in the late 1970s, many countries deregulated their domestic airline markets. In contrast, deregulation of international airline markets has occurred more slowly. At the 1944 Chicago convention, the United States sought to establish multilateral agreements whereby market forces would primarily determine fares and capacities on international routes. But the effort failed, and ever since, bilateral agreements have provided the framework under which fares and service frequency between two countries are determined.

The Carter administration promoted the idea of “open skies,” liberal bilateral agreements that freed market forces to be the most important determinants of fares and capacity. Beginning with a successful agreement with the Netherlands in 1992 and a recent one with Japan in late 2010, the United States has tended to consummate open skies agreements with one country at a time. Other countries have also taken that approach, while multilateral agreements among countries in Africa, South America, and the European Union have allowed participants to serve each others’ countries, usually without any restrictions on fares.¹

Generally, open skies agreements are initiated because two countries believe that mutual benefits exist from pricing freedom and having unfettered airline access to each other’s gateway airport(s); such agreements are opposed by countries that seek to protect their flag carrier(s) from competition by closely regulating fares, entry, and flight frequency. It is therefore important to know whether the open skies agreements that have been negotiated to date have increased competition and benefitted air travelers and whether travelers’ welfare would improve

¹ The United States concluded a multilateral agreement in 2001 that superseded bilateral open skies agreements with several APEC countries, including Singapore and Chile, and in 2007 finalized a comprehensive open skies agreement with the European Union and its member states that allowed for open skies between the United States and the United Kingdom and Spain among other European countries, which previously did not have open skies agreements with the U.S.
significantly if more countries negotiated open skies agreements. Cristea, Hummels, and Roberson (2012) analyzed data from the U.S. Department of Transportation that included only U.S. carriers and international routes flown by those carriers and estimated that open skies agreements have reduced fares, adjusted for changes in flight frequency and new routings, 32 percent compared with fares in markets that remained regulated. Piermartini and Rousova (2013) found that full adoption of open skies agreements would increase passenger traffic worldwide 5 percent, but they did not assess the effects on fares. Finally, Micco and Serebrisky (2006) found that open skies agreements that have been negotiated between 1990 and 2003 and that govern air cargo and passengers have caused a 9 percent drop in the cost of shipping freight by air.

A related literature on international airline competition assesses the effects on travelers of airline alliances where U.S. and foreign carriers have established limited marketing arrangements, such as a reciprocal frequent flier program, or an international code-share agreement that allows an airline to sell seats on a partner’s planes as if they were its own. Alliances facilitate interline traffic across the networks of the partners, providing “seamless” service in city-pair markets where single-carrier service is not available (Brueckner (2001)). Brueckner, Lee, and Singer (2011) provides recent evidence that alliances reduce fares relative to those offered by two nonaligned carriers by eliminating double marginalization of interline fares. Because alliances could account for some of the benefits attributable to open skies agreements, it is important to distinguish between the two policies’ effects on travelers’ welfare.  

\[2\]

\[2\] Whalen (2007) attempted to distinguish between the effects on fares of open skies agreements and code-share alliances that were given antitrust immunity and found that open skies led to somewhat higher fares, which he could not explain.
In this paper, we draw on a large sample of major U.S. and non-U.S. international routes that are served by the world’s leading airlines to explore the effects of open skies agreements on air travelers’ welfare, accounting for changes in fares and flight frequency. We estimate a model of airline market demand, pricing, flight frequency, and market structure and find that open skies agreements have generated at least $4 billion in annual gains to travelers on our sample of U.S. international routes, which includes almost a 15 percent reduction in fares and amounts to roughly 20 percent of carriers’ annual revenues on those routes. Moreover, we find that travelers would reap another $4 billion annually if United States policymakers could overcome the political obstacles that have prevented them from negotiating open skies agreements with other countries that have a significant amount of U.S. international passenger traffic. Given that open skies policies have advanced with little publicized evidence of their benefits to travelers, broad dissemination of this (and other) positive evidence may spur policymakers to eliminate the remaining economic regulations on foreign airline competition and to enable the world’s airlines to operate efficiently in a fully deregulated environment.

I. Overview of the Approach and the Data Set

In this analysis, international airline markets are defined as non-directional airport pairs, such as Washington, D.C. Dulles and London, Heathrow. Our goal is to estimate the effect of open skies agreements (OSAs) on travelers’ welfare in those markets. Traditional analyses of the economic effects of a regulatory policy specify a dummy variable, typically assumed to be exogenous, which indicates when the regulatory policy is in effect and captures the policy’s effect on a variable related to welfare such as prices (Joskow and Rose (1989)). The analysis
here is complicated by several endogenous variables that affect each other and determine the effects of open skies agreements on air travelers’ welfare.

We outline the framework in figure 1. The policy variable, OSAs, eliminates restrictions on entry and fares in a market and thus affects flight frequency and fares. We classify fares by service segments, such as first class, economy, and so on. In addition, OSAs can affect market structure, as measured by the number of carriers, which affects flight frequency. Market structure also affects and is affected by fares. Air travel demand is a function of both fares and frequency. We distinguish between top level demand, measured by the number of passengers, which affects flight frequency, and bottom level demand, which allocates passengers across fare segments and is measured by fare segment expenditure shares. Finally, air travelers’ demand is used to measure the welfare effects of OSAs based on the compensating variation—that is, the change in expenditures that enables travelers to achieve the same level of utility from fares and flight frequency before OSAs are implemented as they do after OSAs are implemented. Our empirical analysis therefore consists of specifying and estimating a simultaneous equations model that treats demand, fares, frequency, the regulatory environment, and the number of carriers as endogenous and that affect each other as indicated by the figure.\(^3\)

To execute the analysis, we purchased data that are provided by the world’s leading international airlines to the International Air Transportation Association (IATA). We kept the cost manageable by constructing a sample that consisted of the top 500 non-directional international airport pair routes, including U.S. and non-U.S. routes, based on passengers.

---

\(^3\) Modern empirical industrial organization offers sophisticated structural approaches to derive a model of market structure based on airlines’ strategic behavior (for example, Cilberto and Tamer (2009)), but we cannot take such an approach here because airlines compete in some international markets where entry and fares are tightly regulated.
It is common practice in studies of air transportation to construct a sample of routes based on a threshold of the populations of the cities whose airports comprise the routes (e.g., Berry and Jia (2010)) or of the ranking of the routes based on passenger traffic (e.g., Morrison and Winston (2000)) because the largest cities and routes have a disproportionately large share of all airline traffic. Such samples tend to consist of airline travel that would be expected to be generated to a significant extent by a random sample of airline tickets and should not be seriously affected by selection bias. We compare the findings based on our full sample of routes with the findings based on our primary sample of interest, a subsample of U.S. international routes that includes the open skies agreements that were negotiated during the period of study. As shown later, we obtain similar findings from the two samples, which is useful validation because both their size and the average characteristics of their routes are different.

We obtained monthly summaries of passenger travel during 2005 to 2009. According to IATA, the top 500 routes accounted for 26 percent of international airline passengers during 2009. The 66 U.S. international routes in the sample accounted for 20 percent of passengers on U.S. international routes. During the period of our sample, the top 500 international routes carried an annual average of 489,660 passengers per route and generated $186 million in passenger revenues per route and the 66 U.S. international routes carried an annual average of 452,484 passengers per route and generated $306 million in passenger revenues per route. Because we do not extrapolate the findings to estimate the effects of open skies agreements on other international routes that are not included in those samples, our conclusions are not subject to selectivity bias. However, as noted, we check the robustness of the parameter estimates for

---

4 Although the data set constitutes a viable sample of air travel throughout the world, IATA cannot warrant completeness or the accuracy of all data elements.
U.S. international routes by comparing them with parameter estimates based on the full sample of 500 international routes.

For a given international origin-destination pair, the variables in the data set include average fares plus taxes for five fare classes (discount economy, full economy, business, first class, and other), the number of passengers by fare class, the number of non-stop and connecting flights (hence, we account for non-stop and connecting routes), and the carriers serving the market with non-stop service and with connecting service.\(^5\) We combined fares that were similar into the same classification and analyzed air travel behavior for three fare classifications: discount economy and “other” fares, full economy, and business and first class fares.

The availability of fares and passengers for different fare classifications is a useful feature of the data set because we do not have to restrict travelers’ preferences to be homogeneous across those classifications. At the same time, we found that some routes had missing data for particular classes and others periodically had missing data for a month or so. Hence, our final data set is an unbalanced panel of 22638 observations, consisting of complete data for the three fare classifications for 415 non-directional routes.\(^6\)

The treaties that govern aviation policy between two countries fall under the following seven categories: traditional (a non-open skies agreement that imposes regulatory restrictions on fares, entry, and flight frequency); provisional open skies (functionally open skies, but not yet

\(^5\) Fares were provided without taxes. To obtain fares that included taxes, we compiled data provided by IATA on total tax revenue for each market, each period, and each fare class and added the tax per passenger to the average fares to obtain full (average) fares including taxes.

\(^6\) Missing data could arise because the carriers serving a route did not offer service in a particular fare classification or because there were no bookings on a route for a particular fare classification during a given month. If those observations could be identified, it would be possible to use them in a selectivity model, but the routes with values of zero for particular fare classifications could not be combined with routes that had data for all fare classifications to analyze travelers’ demand because fare substitution patterns would be different for those routes.
official); open skies (full liberalization of fares, entry, and flight frequency subject to available airport capacity); EU open skies (open skies applying to routes between EU member countries); US-EU open skies (open skies applying to routes between US and EU member countries); open skies in force; and transitional (an open skies agreement has been negotiated but it will be officially in effect at some future date). We were not able to estimate models specifying dummy variables for each category, so we created three categories by treating traditional and transitional as distinct categories and combining the various open skies categories. The treaties that the United States has negotiated with other countries are summarized in the U.S. Department of State’s website and the treaties that other countries have negotiated between themselves are compiled by the International Civil Aviation Organization (ICAO). Traditional agreements govern 63 percent of the routes in our sample, open skies govern 35 percent, and transitional govern 2 percent. Generally, the agreements reflect the attitude that two countries have toward liberalizing trade with each other. Our final estimations specify a binary dummy variable to indicate the presence of an open skies agreement (OSA), defined as 1 if the regulatory status on a route is open skies or transitional; 0 otherwise.

Certain limitations of the data require us to qualify our analysis as likely to understate the benefits of open skies agreements. First, although our data include the passengers on all the domestic routes that contribute traffic to a given international origin-destination pair (e.g., all the passengers who originate on a U.S route and connect at Washington, D.C., Dulles airport to fly to London, Heathrow airport are included in this D.C.-London international route), we do not

---

7 Open skies, category 3, may be pending formalities, such as standard approvals by a non-U.S. country that is involved in the agreement, while open skies in force, category 6, means the agreement is fully bound as a matter of international treaty law. In practice, there is no difference from the U.S. perspective between open skies and open skies in force.

8 [http://www.state.gov/e/eb/tra/ata/index.htm](http://www.state.gov/e/eb/tra/ata/index.htm)
measure the benefits to domestic (beyond) traffic generated by OSAs. For example, an increase in competition from an OSA that reduces fares from Washington, D.C., Dulles airport to London, Heathrow airport may also reduce fares on flights from certain U.S. airports to Dulles airport to attract additional traffic to the United Kingdom. Second, we are not able to estimate a model to determine the timing of an open skies agreement, but by constructing the OSA dummy variable based on the specific date that an open skies agreement was or about to be in effect, we are likely to understate the benefits of such agreements because some liberalization of air travel regulations between two countries may have occurred before a formal open skies agreement was negotiated. For example, Fisher-Ke and Windle (2012) summarized U.S. aviation negotiations with China during 1999 to 2007, as China gradually agreed to liberalize regulations on the number of weekly flights between the two countries, the number of carriers that could provide service, and the cities that could be served without negotiating a formal open skies agreement. Third, we hold the international airline network constant in our analysis, which means we do not include the benefits from additional routes between two countries that may receive service because of an OSA. Finally, as noted, our sample does not include air travelers who may benefit from OSAs but who travel on lower density international routes that are not included in our top 500 international routes. This does not mean that our findings are biased due to sample selection. Rather, the benefits from OSAs on lower density routes could be estimated using a new sample for those routes and the total benefits from OSAs would then be the sum of the benefits from both samples. We provide some perspective on the potential additional benefits from OSAs by comparing findings from all the international routes in the sample and the U.S. international routes, which carry fewer passengers annually per route.
Simple summaries indicate that the fare and frequency data are plausible. We show in figures 2a-c that although 2009 yields (average fare per mile) for international routes in all fare classifications are determined by open skies and regulation, they are consistent with standard summaries of fares in deregulated U.S. markets (see, for example, Morrison and Winston (1995)) by declining with route distance because of the fixed costs of takeoff and landing. As expected, yields for first and business class exceed those for full economy and discount economy and the means of all the yields, which range from roughly 60 cents per mile to 20 cents per mile, exceed yields on U.S. domestic routes during 2009 of roughly 13 cents per mile.

A simple comparison of average fares on international routes with and without open skies agreements suggests that open skies agreements have reduced fares for all fare classifications and that the reductions are sizable—by 2009 they were roughly 40 percent (table 1). A similar comparison also shows that routes with open skies agreements have had more flights even though they had fewer passengers, with the difference peaking at close to 10 percent during 2007 and 2008 (table 2). Of course, those comparisons do not hold any other influences on fares and flight frequency constant. We do so by specifying a plausible model of international airline markets.

II. Empirical Specification

Our simultaneous equations model of international airline markets specifies the demand and supply, including fares and flight frequency, for air transportation, the agreement (traditional or open skies) negotiated by the two countries that governs market competition, and the market structure, measured by the number of carriers on the route.
A. Demand

We measure fares and passenger demand by fare classification, discount economy, full economy, and business and first class, where the fare is the weighted (by number of passengers) average fare across all airline products in that fare classification and the number of passengers is obtained by aggregating the passengers choosing those products. Airline products are defined by carrier (e.g., United Airlines) and airport itinerary (e.g., non-stop between Washington, D.C. Dulles Airport and London Heathrow airport).

We use Hausman’s (1997) two-level approach, where the top level corresponds to the overall demand for air travel in the market, and the bottom level corresponds to the allocation of total demand among the three fare classifications (referred to as market segments), conditional on total expenditures. We model the bottom level using the flexible Almost Ideal Demand System (Deaton and Muellbauer (1980)), so demand for a market segment is given by:

\[
s_{gmt} = \alpha_g + \beta_g \log\left(\frac{E_{mt}}{P_{mt}}\right) + \sum_{g'=1}^{3} \gamma_{gg'} \log(p_{g'mt}) + \theta_g \log(L_m) + \mu_{gr} + \mu_{gc} + \mu_{gy} + \mu_{gt} + \mu_{gm} + \varepsilon_{gmt}, g = 1, 2, 3
\]

where \(s_{gmt}\) is the revenue share of segment \(g\) in market \(m\) (e.g., Washington, D.C., Dulles to London, Heathrow) in month \(t\); \(E_{mt}\) is the overall market expenditure in month \(t\) and \(P_{mt}\) is a price index; \(p_{g'mt}\) is the full price (including taxes) of segment \(g'\); and \(L_m\) is the distance between the end-point airports. We include fixed effects dummy variables for regions of the world (Europe, North America, and so on), \(\mu_{gr}\), the end-point countries, \(\mu_{gc}\), year, \(\mu_{gy}\), and month, \(\mu_{gt}\). The regional dummy variables indicate routes where both the origin and destination airports are located within a given region so they capture the effects of free trade agreements (e.g., within the European Union and North America).
As an illustration of how we specify the regional and country dummies, for the Washington, D.C.-Mexico City route we specify one regional dummy variable (North America) and two country dummy variables (one for the U.S. and another for Mexico). There are a total of 90 countries in our sample. An alternative specification would include country-pair dummies, so the U.S. and Mexico would comprise such a dummy. There are a total of 242 country-pairs in our sample. As we explain later, our empirical findings are robust with respect to the alternative ways of controlling for country effects.

We also specify individual market effects, $\mu_{gm}$, which we treat as random and that allow us to identify the coefficients associated with the time-invariant regressors such as distance and the open-skies dummy variables. We discuss the implications of the random effects specification for identification and estimation of the model later. Finally, $\varepsilon_{gmt}$ is an error term.

The price index is given by the translog functional form:

$$\log(P_{mt}) = \alpha_0 + \sum_{g=1}^{3} \alpha_g \log(p_{gmt}) + \frac{1}{2} \sum_{g=1}^{3} \sum_{g'=1}^{3} \gamma_{gg'} \log(p_{gmt}) \log(p_{gmt}).$$

Assuming travelers maximize utility, we impose the following well-known restrictions on the demand parameters:

Adding-up:

$$\sum_{g=1}^{3} \alpha_g = 1, \quad \sum_{g=1}^{3} \beta_g = 0, \quad \sum_{g=1}^{3} \gamma_{gg'} = 0 \quad \forall g' = 1,2,3, \quad \sum_{g=1}^{3} \varrho_g = 0,$$

$$\sum_{g=1}^{3} \mu_{gr} = 0, \sum_{g=1}^{3} \mu_{rg} = 0, \sum_{g=1}^{3} \mu_{gg'} = 0, \quad and \quad \sum_{g=1}^{3} \mu_{g'g} = 0$$

Homogeneity:

$$\sum_{g'=1}^{3} \gamma_{gg'} = 0, \forall g = 1,2,3$$

Symmetry:

$$\gamma_{gg'} = \gamma_{g'g}.$$
The adding-up constraints in equation (3) imply that it is appropriate to use only two of the three revenue share equations in estimation to avoid the singularity problem. Because the choice of which two does not affect the estimation results, we drop segment 3, discount economy.

The volume of air travel in a non-directional airport-pair market captures a portion of the origin and destination countries’ trade in the aviation service sector; thus, we specify the top level demand as a gravity equation, which is the most commonly used functional form to model trade flows:

\[
\log(Q_{mt}) = \theta_0 + \theta_1 \log(P_{mt}) + \theta_2 \log(K_{mt}) + \theta_3 \log(N_{mt}) + \theta_4 \log(I_{mt}) + \theta_5 \log(L_m) \\
+ \varphi_r + \varphi_c + \varphi_y + \varphi_m + \tau_m T + \varepsilon_{mt}^Q
\]

where \(Q_{mt}\) is the number of air travelers in market \(m\) at time \(t\); \(P_{mt}\) is the price index given in equation (2); \(K_{mt}\) is the number of monthly direct and connecting flights; \(N_{mt}\) is the geometric mean of the populations of the end-point countries at time \(t\); \(I_{mt}\) is the geometric mean of the per-capita-incomes of the end-point countries at time \(t\); \(\varphi_r\), \(\varphi_c\), \(\varphi_y\), and \(\varphi_m\) are fixed regional, end-point countries, year, and month effects; \(\varphi_m\) denotes the random market effects that are allowed to be correlated with the regressors; and \(\tau_m T\), where \(\tau_m\) is a random component with zero mean and \(T\) denotes the time trend, captures the random market trend.\(^9\) The number of flights affects market demand because more frequent flights reduce the costs of schedule delay, defined as the difference between travelers’ preferred departure times and their actual departure

---

\(^9\) We explored functional specifications that included a linear and a squared term for distance for the top-level demand equation and for other equations in our model where distance appeared, but we did not obtain statistically significant estimates of the squared term.
times, which increases the attractiveness of air compared with alternative modes and increases its market share and the size of the travel market.\(^{10}\)

**B. Supply**

If airlines operate in an international market that is not subject to economic regulations, they decide on the number of flights to offer and the fares to charge for those flights to maximize profits. If carriers operate in a regulated market, they may or may not be able to determine their flight frequencies while fares are set by the regulatory agreement. Given the constraints imposed on airlines when they operate in a regulated market, we do not attempt to build a structural model of airline behavior; instead, we simply indicate that our empirical model resembles a two-stage game of airlines’ supply decisions, where airlines first determine their flight frequency and then set fares given frequency. We then measure the effect of an open skies agreement on competition in a market that may increase the number of flights and reduce fares by reducing carriers’ costs or their price mark-ups or both.

Drawing on the U.S. airline deregulation experience, an open skies agreement will have an initial—and potentially large—effect on carriers’ pricing and operating behavior shortly after it is implemented and have effects that persist over time as carriers adjust to the change in the competitive environment. We therefore capture an open skies agreement’s cumulative effect on fares and flight frequency by specifying dummy variables to indicate its effects in the short and long run. Because our sample covers the 2005 to 2009 period, we capture the initial or short-run effects of the 12 open skies agreements (covering 35 of the 415 routes in the sample) that were

\(^{10}\)The literature is much less clear on whether the number of flights, which does not vary by fare classification, affects the expenditure shares, all else constant, and on the signs of those effects. We explored the matter empirically and found that the number of flights was highly correlated with total expenditures and produced very imprecise parameter estimates and implausible elasticities.
signed after 2005 and the long-run effects of the 67 open skies agreements (covering 144 of the 415 routes) that were signed before 2000. Only 3 open skies agreements (covering 11 routes in the top 500 routes of the initial sample) were signed during 2000 to 2005, preventing us from capturing the intermediate effects of the agreements because they were collinear with the regional and end-point country dummies.

We do not directly model flight frequency because, as indicated by equation (6), it affects market demand and, subject to the regulatory agreement, it is adjusted by airlines to respond to changes in demand. Thus, it is very difficult to uniquely identify both demand and frequency, although we later specify instruments for frequency to estimate its effect on demand. Instead, we model the long-run equilibrium relationship in a market between demand and flight frequency by drawing on Belobaba, Odoni, and Barnhart’s argument (2009, p. 159) that airlines choose flight frequency to achieve a target load factor as part of their long-run fleet planning process. The load factor, which is defined as the percentage of seats filled by paying passengers, is our measure of capacity utilization that we model as a function of market characteristics. We make the plausible assumption that aircraft size (number of seats) in most international markets can be taken as given because it is largely determined by market characteristics, such as the population at the endpoint cities, distance, and airport size. For a given aircraft size, the number of flights is therefore equivalent to the total number of seats.

Based on airlines’ long-run fleet planning process, we expect and later verify empirically with Augmented Dickey-Fuller tests that passengers and flights are cointegrated—that is, some linear combination of them is stationary—to maintain a long-run equilibrium relationship in capacity utilization. Formally, let \((1, \delta)\) denote the normalized cointegrating vector, where cointegration implies that long-run equilibrium capacity utilization is defined by
\[ \log(K_{mt}) + \delta \log(Q_{mt}) = e_{mt}. \]

In the special case that the cointegrating vector is (1, -1), then \( e_{mt} \) is simply the log of flights to demand ratio, which measures the log of the (inverse) load factor. We expect the target (inverse) load factor in a market to depend on the population and per-capita income of the cities that comprise the end-point airports because those variables determine market size, and also to depend on the market structure, regulatory status, the length of haul, and other market characteristics including the presence of an alliance. We therefore specify:

\[
e_{mt} = \delta_1 \log(N_{mt}) + \delta_2 \log(L_{mt}) + \delta_3 \log(C_{mt}) + \delta_4 A_{mt} + \delta_5 OSA^d_{mt} + \delta_6 OSA^s_{mt} + \delta_7 \log(L_{mt}) + X^K_{mt} \Gamma^K + \zeta_r + \zeta_c + \zeta_y + \zeta_q + \zeta_m + \epsilon^K_{mt}
\]

where population, income, and length of haul have been defined previously. We measure market structure with \( C_{mt} \), the number of carriers, and account for the presence of a major airline alliance in market \( m \) at time \( t \) with a dummy variable \( A_{mt} \); \( OSA^d_{mt} \) is a dummy variable indicating the open skies status of market \( m \) in the long run (1 if an open skies agreement was signed before 2000; 0 otherwise); \( OSA^s_{mt} \) is a dummy variable indicating the open skies status of market \( m \) in the short run (1 if an open skies agreement was signed after 2005; 0 otherwise); \( X^K_{mt} \) is a vector of route-level attributes that affect airlines’ flight scheduling decisions, including the difference between the historical average monthly rainfall and temperature at the origin and destination airports and the number of cities connected to the end-point airports. We also include regional, end-point countries, year, and monthly fixed effects \((\zeta_r, \zeta_c, \zeta_y \text{ and } \zeta_t)\) and random market effects \((\zeta_m)\), which are allowed to be correlated with the regressors. Those effects include, for example, variations in aircraft size and load factors. Finally, \( \epsilon^K_{mt} \) represents the long-run equilibrium error in capacity utilization. Because the error has to be a stationary series, we test whether open skies agreements have caused long-run equilibrium capacity utilization to undergo a structural change.
We specify airlines’ pricing decisions by first noting that conditional on market passengers, flight frequency affects air fares through short-run fluctuations in capacity utilization that are captured by $e_{mt}$. The remaining direct influences on fares, market structure, the presence of a major airline alliance, and the status of the open skies agreements affect mark-ups, while carriers’ operating costs and thus fares are affected by trip distance interacted with the price of crude oil at time $t$, $O_t$, and other route-level characteristics, $X_{mt}^f$, including historical average monthly rainfall and temperature. Thus, we specify the fare equations as:

$$
\log(f_{gmt}) = \phi_{og} + \phi_{tg} \log(Q_{mt}) + \phi_{2g} (e_{mt}) + \phi_{3g} \log(C_{mt}) + \phi_{4g} A_{mt} + \phi_{5g} OSA_{m}^g + \phi_{6g} OSA_{mt}^g + \phi_{7g} \log(L_{m}) + \phi_{8g} \log(L_{m} \times O_{t}) + X_{mt}^f \Gamma_{g}^f + \xi_{rg} + \xi_{cg} + \xi_{yg} + \xi_{ig} + \xi_{mg} + \xi_{gmt}^f, \; g = 1,2,3
$$

where we also include regional, end-point countries, year, and monthly fixed effects ($\xi_{rg}, \xi_{cg}, \xi_{yg}$ and $\xi_{ig}$) and random market effects ($\xi_{mg}$), which are allowed to be correlated with regressors; and $\xi_{gmt}^f$ is an error term.

**C. Market Structure**

An open skies agreement also affects fares by affecting market structure, namely the number of carriers in an international airline market, because airlines are free to enter the market to provide service, while they are generally unable to do so in a regulated environment. Our specification includes dummy variables indicating whether an open skies agreement was negotiated in the short run and the long run, fare revenues, which help determine potential profits, and exogenous market characteristics. We also include a random market time trend, $\psi_{mt} T$, where $\psi_{mt}$ is a random component with zero mean and $T$ is a time trend, because we expect the
evolution of a market’s structure to be time-persistent and to be different in different markets—an expectation confirmed by time series plots of the number of carriers in each market.

Our empirical model of market structure is therefore:

\[
\log(C_{mt}) = \pi_0 + \pi_1 OSA_m + \pi_2 OSA_{m,t} + \pi_3 \log(R_{mt}) + \pi_4 A_{mt} + \pi_5 \log(L_m) + X_{mt}^{M} \Gamma^M + \vartheta_r + \vartheta_c + \vartheta_y + \vartheta_t + \vartheta_m + \psi_m T + \epsilon_{mt}^M
\]

where \(R_{mt}\) is total fare revenues in market \(m\) at time \(t\) and \(X_{mt}^{M}\) is a vector of market characteristics that are likely to affect post-entry variable profits and the fixed-costs of entry, including the number of cities connected to the airports that serve the end-point cities and the number of carriers in the end-point countries; the presence of a major airline alliance, \(A_{mt}\), may affect market structure by enabling an airline to use its partner’s network to serve a market; \(\vartheta_r\), \(\vartheta_c\), \(\vartheta_y\) and \(\vartheta_t\) are regional, end-point countries, year, and monthly fixed effects and \(\vartheta_m\) denotes random market effects correlated with the regressors; and \(\epsilon_{mt}^M\) is an error term.

In sum, our modeling system consists of three demand and three fare equations, an equilibrium capacity utilization equation, and a market structure equation. We account for the common parameters that arise in the demand equations because the price index specified in equation (2) appears in the three equations and for the symmetry condition in equation (5) that restricts the substitution pattern across segments. The demand equations are also nonlinear in parameters because the price index is multiplied by \(\beta_y\) in equation (1) and by \(\theta_t\) in equation (6).

**III. Identification and Estimation**

We use the logic of *Difference-in-Differences* (DID) methodology to identify the short run effects of open skies agreements on market outcomes because a control group of markets exists whose regulatory status was unchanged; identification of the long run effects relies on
cross-sectional variation across markets. One possible concern with this identification strategy is that OSAs involving the United States tend to be with countries that are more developed than are other countries, which may lead to an upward bias in the effects of OSAs. However, we hold constant the difference between the control group of markets and the treatment group of markets by including individual end-point country dummy variables and observed country characteristics, such as population and income, in the specification. In addition, the full sample includes OSAs between countries that are not among the most developed English speaking countries. As we report later, the effect of OSAs on travelers’ fares is actually somewhat larger for the full sample than for the subsample of US international routes in which the only OSAs involve the United States, which also casts doubt that the estimates of the U.S. OSAs are upward biased.

Because open skies agreements are negotiated at the country-pair level instead of at the route-level, we included dummy variables for the end-point countries in the specification of all of the equations to control for omitted group effects at the country level. The estimates obtained from specifying end-point country dummy variables are equivalent to those obtained by specifying country-pair dummy variables when we restrict the sample to include only U.S. international routes, which is the basis for our policy simulations. However, when we perform estimations using the full sample, it is possible that the end-point country dummy variables may not control fully for the effect of free trade agreements between two countries on fares, market structure, and capacity utilization and that it would be preferable to specify country-pair dummy variables to control for that effect. So, we checked the robustness of our findings by replacing the end-point country dummy variables with the country-pair dummy variables in our model and we found that the estimated effects of the OSAs hardly changed. This may be because the
regional dummy variables that we include, such as for the EU and North America, also capture the effect of free trade agreements.

The random effects regression equations in our model can be expressed in general form as:

(10)  \[ y_{mt} = X_{mt}B_1 + W_{mt}B_2 + c_m + \psi_m T + \varepsilon_{mt}, \]

where \( y_{mt} \) is a dependent variable in market \( m \) at time \( t \) that we seek to explain; \( c_m \) represents the individual market effects that we model as random; \( \psi_m T \) is the random market trend specified in the top-level demand and market structure equations; \( \varepsilon_{mt} \) is the idiosyncratic random shocks; \( X_{mt} \) is a vector of time-varying regressors that are allowed to be correlated with random components; and \( W_{mt} \) is a vector of exogenous time-invariant regressors that include route distance, regional, end-point country, year, and month dummies in most equations. This random effects specification is similar to Hausman and Taylor (1981).

Challenges to identification arise in our model because we allow the random market effects to be correlated with regressors and because the endogenous variables, passenger demand, fares, flight frequency, market structure, and regulatory status, are also specified as explanatory variables. When a regressor in \( X_{mt} \) is correlated with the three random components \( (c_m, \psi_m T \text{ and } \varepsilon_{mt}) \), we use the demeaned first-order difference of \( z_{mt} \) as its instrument, where \( z_{mt} \) is a variable uncorrelated with \( \varepsilon_{mt} \) and the process of demeaning and first-order differencing removes its correlation with the random market effects and the random market trend. When a regressor in \( X_{mt} \) is correlated with \( c_m \) and/or \( \psi_m T \) but not with \( \varepsilon_{mt} \), demeaning and/or first-order differencing this variable leads to a valid instrument.
In some cases, certain variables can serve as instruments ($z_{mt}$) because we hold other variables in the specification constant. For example, the demeaned income and population of the origin and destination countries are valid instruments for market expenditures in the bottom-level demand equation because relative segment prices and expenditures are held constant. Potential simultaneity bias is therefore avoided because fare class choice is not affected by changes in income and population. As another example, the demeaned total bilateral trade value is a valid instrument for the short-run regulatory status dummy variable in the capacity utilization equation (7) and in the fare equation (8) because the number of market passengers is held constant. We summarize the estimable equations, the endogenous variables in those equations, and their instruments in table 3 and discuss our identification strategies in detail in the appendix.

We explored first-stage regressions for each equation by regressing the endogenous variables on the instruments and we found that all coefficients were statistically significant, indicating that the instruments are correlated with the endogenous variables. The main results of those regressions are presented in appendix tables A1 – A3. Later we present robustness tests of our estimated models based on alternative approaches to constructing the instruments.

Turning to estimation, let $Z_{mt}$ denote a vector of instruments including both exogenous regressors and instruments for the endogenous regressors; thus, the regression equations in our model are identified by the mean independence condition $E(c_m + \psi_m T + \varepsilon_m | Z_{mt}) = 0$. We estimate the parameters of the model by Generalized Method of Moments (GMM), which employs the orthogonal conditions implied by the mean independence condition as moment functions and accounts for the correlations within an equation that arise from our random market effects specification. Accordingly, identification and estimation of the model do not rely on any distributional assumptions for the error terms.
We could further improve estimation efficiency by accounting for the contemporaneous correlation of the errors across equations but we found that it was not computationally feasible to simultaneously estimate the large number of parameters that resulted from specifying eight equations that each included regional, end-point country, year, and monthly dummy variables.\textsuperscript{11} We therefore estimate the three demand equations jointly to account for their common parameters and cross-equation constraints given in equations (3) – (5), and then estimate the remaining equations individually. It turns out that the main parameters of interest are estimated precisely and that the additional gain from estimating the eight equations jointly is likely to be small. We provide a formal presentation of the estimation procedure in the appendix.

**IV. Estimation Results**

The United States has negotiated many open skies agreements with other countries and could negotiate even more in the future; thus, our main objective is to estimate travelers’ benefits from open skies agreements on U.S. international routes. We do so by first estimating our model using a subsample that contains only U.S. international routes because it is appropriate to use parameter estimates obtained from that subsample to perform the welfare calculations. As noted, we do not extrapolate our findings to all U.S. international routes and raise the possibility of selectivity bias. However, given the full sample is more representative of international airline markets, it is important to also estimate our model using the full sample to check the robustness of the parameter estimates obtained from the subsample.

\textsuperscript{11} Joint estimation is further complicated because the market demand and market structure equations use lagged variables as instruments and are therefore estimated using subsamples of the full data set.
GMM parameter estimates of the demand, capacity utilization, fare, and market structure equations for both samples are easier to digest if we report them in separate tables. Tables 4 and 5 present the top and bottom level (expenditure share) demand equations. The overall price elasticities of air travel demand, conditional on a fixed number of flights, are -0.31 for the full sample of international routes and -0.47 for the subsample of U.S. international routes. We compare the unconditional demand elasticities, reported later, with those in the literature. Generally, the other parameter estimates in the two samples are of similar magnitude and have the expected sign: a greater number of flights increases demand with an elasticity between 0.26 and 0.18; distance has a positive effect on demand, reflecting air’s speed advantage over other modes, which reduces travel time costs for longer distance trips;¹² and demand is stimulated by an increase in the mean population and income per capita of the end-point countries. The population and income elasticities on U.S. international routes are greater than those on the full sample of routes, in all likelihood because compared with populations in many other countries, a smaller share of the U.S. population travels abroad so a change in population will yield a larger demand elasticity and because compared with the United States, other countries have a much lower per capita income so many residents still cannot afford air travel even if their income rises.

Most of the parameter estimates in the expenditure share equations shown in table 5 are precisely estimated. Their magnitudes and the differences between the samples are clearer when we use them below to calculate the own and cross-price elasticities of segment demand.

The cointegrating vector between market passengers and the number of flights enabled us to construct the short-run fluctuations in equilibrium capacity utilization, which we included in

¹² Distance’s coefficient is for the average distance in our sample. The effect of distance on demand is likely to weaken for longer distances because alternative modes to air transportation are not viable.
the airline fare equations. We can estimate the cointegrating vector and other parameters in the equilibrium capacity utilization equation (7) by regressing \( \log(K_{mt}) \) on \( \log(Q_{mt}) \) and the other explanatory variables. The estimation results presented in Table 6 include specifications in the first and third columns with passenger demand as the only regressor and specifications in the second and fourth columns that also include the other regressors. The estimated signs of the regressors are plausible as population, income, number of carriers, and the number of cities connected to the endpoint airports have a positive effect on the number of flights, while distance, rainfall, and temperature differences at the endpoint airports have a negative effect. The negative effect of distance indicates that as routes become longer, airlines find it more efficient to operate larger planes with lower frequency than to operate smaller planes with greater frequency. In both samples, open skies agreements increase the number of flights in the short run and have a statistically insignificant effect in the long run, while the presence of an alliance has a statistically insignificant effect.

We use the parameter estimates from the full sample (column 2) to predict the residuals so that we can test whether passengers and flights are in fact cointegrated (the value of the cointegrating vector was robust to the alternative specifications). We define:

\[
(11) \quad \hat{e}_{mt} = \log(K_{mt}) - 0.6174 \times \log(Q_{mt}),
\]

and implement the Augmented Dickey-Fuller (ADF) test of cointegration by estimating the following fixed-effects model:

\[
(12) \quad \Delta \hat{e}_{mt} = \rho \hat{e}_{m(t-1)} + \sum_{j=1}^{p} \hat{\rho}_j \Delta \hat{e}_{m(t-j)} + \tilde{X}_{mt} \mathbf{B} + b_m + e_m^*,
\]

where \( \tilde{X}_{mt} \) is a vector of regressors including market characteristics such as population, per-capita-income, number of carriers, and year and month dummies. Under the null hypothesis that
the log number of flights and the log number of market passengers are not cointegrated, the parameter \( \rho = 0; \ \rho < 0 \) under the alternative hypothesis that those two series are cointegrated. We report OLS estimates of \( \rho \) based on alternative specifications in the appendix table A4 for the full sample and also for the sample of U.S. international routes (using the parameter estimates from column 4, table 6). All of the coefficient estimates are less than zero and have large t-statistics, providing strong empirical support for the hypothesis that market passengers and the number of flights are cointegrated in both samples.

The responsiveness of segment demands, market demand, and the number of flights with respect to a change in segment prices, overall price, and monthly flights can be calculated only numerically; we describe our approach in the appendix. As shown in table 7, the own-price elasticities for both samples have the correct negative sign and their magnitudes imply that travelers in the full sample who fly first class, business, and full economy are more responsive to fare changes in their segments than are travelers who fly discount economy, in all likelihood because air fares constitute a larger share of the total cost of their trips and because fewer people fly in those segments so a given change in price will produce a larger elasticity. Those factors may also explain why travelers on U.S. international routes who fly full economy have the greatest response to fare changes in their segment. The unconditional price-elasticities of market demand are, as expected, larger than the conditional elasticities obtained previously from the top-level demand model because they account for the change in the number of flights. Their magnitudes, -0.39 for the full sample of international routes and -0.53 for the subsample of U.S. international routes, are bounded by the mean price elasticity for business travelers, -0.27, and the mean price elasticity for pleasure travelers, -1.04, that are reported in an extensive survey of air travel demand elasticities by Gillen, Morrison and Stewart (2003).
Generally, the cross-price elasticities indicate, as expected, that an increase in the fares of one segment increase the demand in the other segments and decrease total demand and monthly flights. An increase in the overall price reduces segment demands and flights. And increases in monthly flights increase segment demands and total demand.

The effects of the open skies dummies on fares are of particular importance to our analysis. As shown in table 8, the initial (short-run) effect of an open skies agreement is to reduce fares approximately 50 percent or more in the full sample and approximately 25 percent or more in the subsample of U.S. international routes; its additional long-run effect is to reduce fares approximately 15 to nearly 30 percent in the full sample and 20 percent or more in the subsample of U.S. international routes. Note those estimates hold the number of carriers constant when, in fact, open skies agreements may enable more carriers to enter and compete on a route, which according to the parameter estimates in the table would further decrease fares in each segment, although the effects on full economy fares in both samples are not statistically significant.

We indicated in the introduction that it is important to distinguish between the effects on fares of open skies agreements and an airline alliance between two international carriers. Our specification controls for the effect of an alliance (with antitrust immunity) on fares; thus, our finding that open skies agreements reduce fares cannot be partly attributed to the presence of alliances. Consistent with previous research, we also find that an airline alliance (with antitrust immunity) on a route generally lower fares. The coefficients, indicating fare reductions of 10 percent to 25 percent, are much larger and more precisely estimated for the subsample of U.S. international routes than for the full sample, which may reflect the relative effectiveness of
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13 We use the term approximately because the exact effect of a dummy variable in a log linear equation is given by \(1 - \exp(-\text{COEFF})\), where COEFF is the coefficient of the dummy variable.
alliances that involve a U.S. carrier. We have also noted that we do not account for traffic beyond the origin and destination airports, which may account for the small effects of alliances on fares in the full sample. In sum, although open skies agreements reduce travelers’ fares more than airline alliances do, the policies are related because the granting of antitrust immunity to a U.S. carrier and its foreign alliance partner is approved by the U.S. Department of Transportation only if an open-skies agreement exists between the United States and the foreign partner’s country.

The remaining parameter estimates have the expected sign: fares are increased by greater passenger demand, given aircraft and airport capacity constraints, longer distances, higher oil prices, greater rainfall that causes delays and increases operating costs, and larger temperature differences between January and July at the end-point airports that indicate higher operating costs during winter. Fares are reduced by an increase in capacity utilization, although the effect is not precisely estimated in the subsample of U.S. international routes, possibly because load factors do not vary greatly over time and across those routes.

Finally, the market structure equation (table 9) indicates that carriers in both samples adjust their networks after the countries at the origin and destination negotiate an open skies agreement. In the short run, the number of carriers on a route falls because inefficient carriers are no longer protected by price and entry regulations and they are driven out by more efficient carriers. In the long run, other carriers covered by the agreement have sufficient time to adjust their networks and take advantage of the opportunities to enter new international markets thereby increasing the number of carriers on a route. Thus, open skies agreements in the full sample and the subsample of U.S. international routes have the direct effect of stimulating competition that reduces fares in the short run and continues to reduce them in the long run and that increases
flight frequency in the short run. And they have the indirect effect of increasing fares and decreasing flights in the short run by reducing the number of carriers on a route but decreasing fares and increasing flights in the long run by increasing the number of carriers on a route.

We again distinguish between the effects of open skies agreements and alliances in the specification and find that the number of carriers on a route increases when an alliance is formed. The remaining estimates indicate that total revenues, distance, and the number of carriers from the end-point countries are positively related to the number of carriers on a route, while an increase in the number of cities connected to the end-point airports reduces the number of carriers on a route, which may suggest a mega-carrier(s) is dominating the market.

In sum, we have analyzed a broad sample of international airline routes throughout the world and a subsample of U.S. international airline routes, the former transporting more annual passengers, on average, and the latter generating more annual revenues, on average, and we have found that travelers have benefited from open skies through lower fares and greater flight frequency in both samples. Using samples of routes with different levels of passenger demand and fares provides an important robustness check on our findings and suggests that air travelers on routes that are not included in our analysis may also benefit from open skies. As discussed in the appendix and reported in appendix tables A5-A6, we also provide robustness checks by eliminating certain instruments whose exogeneity may be questioned because it is based on holding other variables in the specification constant and by exploring how our estimates of the open skies dummy variables are affected. The alternative estimates continue to indicate that travelers have benefited from open skies agreements. We now quantify the magnitude of those benefits.
V. Travelers’ Gains from Open Skies Agreements

How much have travelers gained from the open skies agreements that have been negotiated to date and what additional gains could they realize if more countries negotiated agreements? We use the parameter estimates obtained from the subsample of U.S. international routes to address those questions because we can obtain more accurate estimates, especially given that the estimates of the short-run and long-run open skies dummy variables in the fare equations were economically and statistically significantly different from those estimated using the full sample. At the same time, because most of the parameter estimates in the subsample were broadly similar in sign, statistical precision, and magnitude to those obtained from the full sample, they are sufficiently robust to use for welfare calculations.

Recall that the total gains from open skies agreements consist of initial short-run gains, which because our data set covers travel during 2005 to 2009 we can measure for agreements negotiated after 2005, and additional long run gains, which we can measure for agreements negotiated before 2000. We can therefore measure the initial gains or additional long-run gains from an open skies agreement but not both. Specifically, we use our model to calculate the (short-run) change in consumers’ welfare on U.S. international routes where airlines have been operating under open skies agreements that were signed between 2005 and 2009 (appendix table A7 shows there are 26 such routes in our sample) assuming those agreements did not exist. We then calculate the (additional long-run) change in consumers’ welfare on U.S. international routes where airlines have been operating under open skies agreements that were signed before the year 2000 (appendix table A8 shows that there are 11 such routes in our sample) assuming those agreements did not exist. Finally, we show the potential gains to travelers from the U.S.
negotiating open skies agreements with countries with which they have yet to do so by calculating the change in consumers’ welfare on U.S. international routes where airlines have not been operating under open skies agreements as of 2009 (appendix table A9 shows there are 29 such routes in our sample) assuming those agreements did exist. In this case, we are able to calculate the initial and additional long-run gains from open skies agreements.

We determine the equilibrium number of carriers, flights, segment prices, and passengers for each counterfactual scenario by iterating the demand, capacity utilization, fare, and market structure equations after we assume a change in regulatory policy. We describe our algorithm in the appendix. Calculations are performed for each month between 2005 and 2009 on each route.

We account for changes in both prices and service quality attributable to open skies agreements by first specifying a representative consumer’s expenditure function corresponding to the Almost Ideal Demand System as (to simplify the exposition, we drop the market and time subscripts)

\[
\ln E\left(u^0, P\right) = \log(P) + u^0 \prod_{g=1}^{3} P^g_g ,
\]

where \( \log(P) \) is defined in equation (2) and \( u^0 \) is the traveler’s initial (observed) indirect utility. If \( p^e \) denotes the segment prices for a given counterfactual scenario obtained for a simulated equilibrium, \( e \), then we can measure the compensating variation for the price effects alone by

\[
CV_p = E\left(u^0, p^e\right) - E\left(u^0, p^0\right).
\]

We can then measure the compensating variation for the change in service quality—that is, the number of flights—by simulating the virtual segment prices (denoted by \( p^V \)) that yield the same equilibrium quantity of passengers as in the counterfactual scenario assuming we hold the
number of flights at its initial level—that is, before the change in regulatory policy. Thus the additional change in welfare caused by the change in the number of flights $K$ is given by

$$CV_K = E(u^0, p^v) - E(u^0, p^e).$$

We can then compute the annual changes in travelers’ welfare by aggregating the compensating variations, $CV_p$ and $CV_K$, per market and per month for each year from 2005 to 2009 and averaging the values over the five years. In sum, by comparing market outcomes under the counterfactual scenarios with observed outcomes during the sample period, we can quantify the initial and/or long-run effects of open skies agreements on the selected markets.\textsuperscript{14}

As shown in table 10, eliminating the open skies agreements on U.S. international routes that have been signed between 2005 and 2009 would initially raise fares in all segments, with the greatest effect, 50 percent, on business and first-class fares; reduce passenger demand in all segments and market demand; reduce the number of flights; and increase the number of carriers per route.\textsuperscript{15} Travelers would lose $3 billion annually, nearly $2 billion from higher fares and $1
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\textsuperscript{14} As a conceptual point, our model provides estimates of the effect of signing an OSA but not of eliminating an OSA, while in our counterfactuals we explore how travelers’ welfare would change if OSAs were eliminated and if they were enacted. When we explore how travelers’ welfare would change if OSAs were eliminated on those routes that had them, we assume that the estimated effect of an OSA is zero and that the other coefficients are held constant. Those are reasonable assumptions even if no OSAs have actually been eliminated because many routes do not have OSAs, which means the OSA dummy takes on a value of zero, and the other coefficients should not change for a given value of the OSA dummy. When we explore how travelers’ welfare would change if OSAs were enacted, we assume the estimated effect of an OSA takes on the value that an OSA has had on other routes when it is in effect and that the other coefficients are held constant. We cannot assess that assumption, but it is the most plausible one we can make given the available evidence and it should not seriously weaken our argument that, in general, we are underestimating the benefits of OSAs.

\textsuperscript{15} It could be argued that we are overstating the increase in the number of carriers per route because regulations would limit entry. However, even under regulation, several carriers were able to provide connecting service to a route through their domestic hubs. In any case, by not constraining the increase in the number of carriers per route under regulation, we are underestimating the benefits to travelers from open skies agreements.
billion from fewer flights, indicating that they gained substantially from the open skies agreements that had been negotiated during that period. As noted, we are understating the total gains because we cannot measure the additional long-run effects that would increase the initial gains.

We show in table 11 that eliminating open skies agreements on U.S. international routes that have been signed before 2000 would in the long run raise fares in all segments, with the greatest effect, 26 percent, on business and first class fares; reduce passenger demand in all segments and market demand; reduce the number of flights, and reduce the number of carriers per route. Travelers would lose $0.84 billion annually, $0.7 billion from higher fares and $0.14 billion from fewer flights; total losses would, of course, be much greater. Thus, travelers’ gains from the open skies agreements that have been negotiated as of 2009 approach $4 billion annually, which is broadly consistent with the gains estimated by Cristea, Hummels, and Roberson (2012).\textsuperscript{16}

We complete our characterization of the welfare effects of open skies agreements on U.S. international routes by showing in table 12 that if open skies agreements had been negotiated on U.S. international routes that did not have them as of 2009, airline fares would fall and passenger demand would increase both initially and in the long run; the number of flights would increase in the short run and in the long run; the number of carriers serving each route would initially

\textsuperscript{16} Cristea, Hummels, and Roberson estimated that open skies agreements have reduced U.S. carriers’ fares, adjusted for changes in flight frequency and new routings, 32 percent compared with fares in markets that remained regulated. This figure yields an estimated welfare gain that is comparable with ours given that U.S. carriers’ passenger revenues from international operations amount to roughly $32 billion during our sample period and assuming based on our 2009 data that markets with open skies agreements account for roughly half of those revenues.
decrease but increase in the long run; and the aggregate annual welfare gains to travelers would amount to nearly $4 billion, doubling the annual gain that has been achieved thus far.\textsuperscript{17}

**VI. Final Comments**

Policymakers in the United States and abroad have taken decades to negotiate open skies agreements that are enabling consumers to realize large gains from free trade in airline services. Moreover, additional large gains await travelers if policymakers negotiate open skies agreements on more U.S. international routes. As noted, we have underestimated the total welfare gains because we have not accounted for fare declines and increased flights that occurred before a formal open skies agreement was approved; we have not included all U.S. international routes; we have held the network of routes that we did include constant; and we have not accounted for the likely reductions in fares for air traffic beyond the origins and destinations in our sample.

A complete assessment of open skies on U.S. welfare should also include its effects on the air freight sector, airlines, and labor. Because international air cargo and passenger transportation are governed by the same regulatory environment, additional open skies agreements are likely to cause declines in cargo rates that benefit shippers (Micco and Serebrisky (2006)). As in the case of U.S. airline deregulation (Morrison and Winston (1986)), the most efficient U.S. international carriers are likely to benefit from the new operating freedoms and increase market share and the least efficient carriers are likely to lose market share with the overall effect on U.S. airline industry profitability unclear at this point. Similarly, the increase in passenger demand and flights should increase employment in the U.S. airline industry but more intense competition on international routes may cause wages to fall with the overall welfare

\textsuperscript{17} Morrison and Winston (1995) used the U.S. Department of Transportation data for U.S. carriers that serve international routes and estimated that the annual gains from the fare changes alone to travelers who fly those carriers in a fully deregulated international air transport regime would be $5.6 billion (2005 dollars).
effect also unclear at this point. Additional flights would increase noise and environmental externalities, but improvements in current policy could reduce those costs (Winston (2013)).

Surprisingly, policymakers in the United States and abroad have made little effort to publicize empirical assessments that find large benefits from open skies agreements to generate support for expanding those agreements. The evidence reported here and from other studies could hopefully be used for that purpose and, in our view, to energize the debate to stimulate competition in a country’s domestic routes by granting cabotage rights to foreign carriers, which would enable travelers to benefit fully from global airline deregulation.¹⁸

¹⁸ Little progress has been made in granting cabotage rights. As a continuation of air service to or from the United States, U.S. air carriers may transport passengers or cargo between points in two different European Union Member States (e.g., Madrid and Warsaw) but U.S. carriers may not transport passengers or cargo between two points in any European Union Member State (e.g., Milan and Rome). Similarly, although EU carriers can continue flights within the United States (for example, fly from Europe to New York and continue the flight to Los Angeles), they cannot pick up new passengers in New York. So, they could be granted that right.
Appendix A: Identification

As noted in the text, challenges to identification arise in our model because we allow random market effects to be correlated with regressors and because the endogenous variables, passenger demand, fares, flight frequency, market structure, and regulatory status, are also specified as explanatory variables. In the process of discussing identification strategies to address those issues, we use the following notation: for any variable $x_{mt}$, we denote demean as 

$$Dx_{mt} := x_{mt} - N^{-1}m \sum_{t=1}^{N} x_{mt};$$

first-order difference as 

$$\Delta x_{mt} := x_{mt} - x_{m(t-1)};$$

and the composition between demean and first-order difference as 

$$(D \cdot \Delta)x_{mt} := \Delta x_{mt} - (N^{-1}m - 1)^{-1} \sum_{t=2}^{N} \Delta x_{mt},$$

where $N_m$ denotes the number of observations in the market.

**Expenditure Share Equations.** The market segment prices in the expenditure share equations are likely to be affected by unobserved market characteristics and therefore correlated with the random market effects ($\mu_{gm}$) and they are also likely to be correlated with the error term, $\varepsilon_{gmt}$, because airlines’ fares respond to random shocks that affect passenger demand (i.e., simultaneity bias). Total market expenditures ($E_{mt}$) are also likely to be correlated with random market effects and subject to simultaneity bias because shifts in travelers’ segment preferences can affect total market expenditures.

Identifying the expenditure share equations requires instruments that affect segment prices, a market’s overall price level, and total expenditures, but that are unrelated to unobserved market characteristics and travelers’ fare class preferences. And because the expenditure share equations are nonlinear in parameters, identification requires that the number of instruments exceed or equal the number of parameters.
We obtain one set of instruments from our construction of airline prices. Because the average fare (including taxes) of a market segment is determined by airlines’ marginal costs, mark-ups that are affected by demand, and average taxes, any variables that are not related to mark-ups but that affect the other two influences could be used as instruments for prices. As noted, we constructed the average fare in a market, including taxes, for each fare class. The tax-per-passenger, $\tau_{gmt}$, is determined by the policymaking process and paid where the ticket is purchased. It is generally not affected by the same variables that influence mark-ups or by the introduction of an OSA. The demeaned tax rate, $D \log(\tau_{gmt})$, is therefore unrelated to both $\mu_{gmt}$ and $\epsilon_{gmt}$ and can be used as an instrument for $\log(p_{gmt})$.

Turning to total market expenditures, $E_{mt}$, appropriate instruments are observed market characteristics that affect the top-level demand, including the population and per-capita-income of the origin and destination countries. Market population and income can be treated as exogenous because we hold relative segment prices and expenditures in a market constant; thus, fluctuations in market population and income will not alter fare class choice and the expenditure shares for the segments in the market. In other words, the effect of origin and destination population and income on fare class choice is effectively absorbed by relative segment prices and expenditures. We demean the population and per-capita-income variables to remove the correlation between them and the random market effects and use the demeaned variables as instruments for $E_{mt}$.

Finally, we include combinations of the preceding instruments with interaction terms for those variables, as in the price index in equation (2) of the text. We denote the $1 \times L_s$ vector of instruments to identify the expenditure share (bottom level) demand equations by $H_{gmt, g} = 1,2$. 
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Market Demand Equation. The top-level market demand function specified in equation (6) of the text includes segment prices in the overall price index that are correlated with both $\sigma_m$ and $\varepsilon^O_{mt}$. We use the instruments for the segment prices in the expenditure share equations as instruments for the endogenous prices in the market demand equation. And we use the demeaned population and per-capita-income as instruments for population and per-capita income to address the potential bias arising from their correlation with random market effects.

Turning to the number of flights, if $Q_{mt}$ and $K_{mt}$ are interdependent because they are co-integrated, then a regression of $\log(Q_{mt})$ on $\log(K_{mt})$ would capture a common time trend and overestimate the elasticity of demand with respect to the number of flights. Using data from the 415 markets in our sample, we estimate the following fixed-effects models of $\log(Q_{mt})$ and $\log(K_{mt})$ by OLS, where $t$ denotes the time trend and $b^Q_m$ and $b^K_m$ are the fixed-market effects.

\[(A1) \quad \log(Q_{mt}) = 0.7309 \log(Q_{m(t-1)}) + 0.0010 T + b^Q_m\]
\[(A2) \quad \log(K_{mt}) = 0.6762 \log(K_{m(t-1)}) + 0.0010 T + b^K_m.\]

The coefficients show that the two series follow a common time trend and support the hypothesis that they are cointegrated. Because the time trend in $\log(Q_{mt})$ and $\log(K_{mt})$ could vary across markets, we use $\tau_m T$ to capture the common time trend in equation (6) of the text; $\log(K_{mt})$ is expected to be correlated with both $\tau_m t$ (the common time trend with $\log(Q_{mt})$) and $\varepsilon^O_{mt}$ (simultaneity bias). We therefore use the demeaned first-order difference of last year’s number of flights, $(D \cdot \Delta) \log(K_{m(t-12)})$, as an instrument for $\log(K_{mt})$. This is a valid instrument because as pointed out by Barnhart and Cohn (2004), incremental changes to airlines’ long-run fleet planning process suggest that it is highly correlated with $\log(K_{mt})$—a theoretical point that
we verified empirically by a first-stage regression of $\log(K_{mt})$ on $(D \cdot \Delta)\log(K_{m(t-12)})$. At the same time, our instrument should be uncorrelated with $\sigma_m$, $\tau_m T$ and $\varepsilon_{mt}^O$ because it is free of both individual market effects (by demeaning) and the time trend (by first-order differencing); moreover, scheduling decisions that were made in a given month of the previous year are unlikely to be correlated with temporary shocks to market demand in that month of the current year. We denote the $1 \times L_Q$ vector of instruments to identify the market demand equation, which also includes exogenous regressors in equation (6) of the text, by $H_{mt}^O$.

*Equilibrium Capacity Utilization Equation.* Given $\log(Q_{mt})$ and $\log(K_{mt})$ are conintegrated, the cointegrating vector can be estimated from equation (7) in the text by regressing $\log(K_{mt})$ on the other variables in the equation. We demean time varying variables to remove the random market effects and use the demeaned variables as instruments in estimation. The demeaned number of airlines on a route is uncorrelated with the error terms because market structure is affected by long-run shocks to profitability that influence entry and exit decisions, such as changes in market size and the cost of entering a market, rather than by temporary shocks to equilibrium capacity utilization. The characteristics of individual routes are not a factor in airlines’ decisions to form an alliance because those decisions are based on the structure of airlines’ entire networks; although the presence of an airline alliance may still be correlated with random market effects, because those effects may be correlated across a network. An appropriate instrument for $A_{mt}$ would then be $DA_{mt}$.

The open skies dummies are endogenous in equation (7) of the text because regulatory status may be correlated with unobserved market effects, $\zeta_m$, and with unobserved factors that also influence flight frequency or market demand, $\varepsilon_{mt}^K$. If an open skies agreement were signed
long before the start of our sample period, 2005, it is reasonable to assume that $O S A_m^t$ is not correlated with the current unobserved influences in $\varepsilon_{mt}^K$ but it may be correlated with $\zeta_m$. The short-run open-skies dummy, $O S A_{mt}^s$, is likely to be correlated with both $\zeta_m$ and $\varepsilon_{mt}^K$.

Open skies agreements between two countries liberalize trade in aviation services and are likely to be correlated with the overall level of trade between the two countries. For example, Poole (forthcoming) argues that reductions in international airline passenger fares would generate more business travel that promotes trade by transferring information among highly skilled professionals. We therefore use the two countries’ total imports and exports as instruments for $O S A_{mt}^s$.\textsuperscript{19} Although trade flows may be expected to affect both market demand and the number of flights, our specification holds the number of passengers in a market constant; thus, fluctuations in trade flows between the two end-point countries will not affect the number of flights in the market. Because trade flows may be correlated with random market effects we use demeaned imports and exports as instruments in estimation. Our robustness tests presented in appendix D include estimates of $O S A_{mt}^s$ using one-year lagged values of imports and exports as instruments. The decision by two end-point countries to sign open-skies agreements is likely to be affected by historical bilateral trade values, but temporary shocks to airlines’ flight frequency and fare decisions are not expected to be correlated with the preceding year’s trade values. Finally, given open skies agreements are signed between countries, not between a specific origin and destination on a route, the correlation between $O S A_m^l$ and $\zeta_m$ may be captured by the end-point countries fixed effects. We denote the $1 \times L_k$ vector of instruments to

\textsuperscript{19} Total exports and imports are measured by the total value of exports and imports in millions of US dollars, source: \url{http://comtrade.un.org/db/}.
identify equilibrium capacity utilization, which also includes exogenous regressors in equation (7) of the text, by $H^K_{mt}$.

*Fare Equations.* We use the preceding strategies to address the endogeneity of the open skies dummies, number of carriers, and the presence of an airline alliance that are included in the fare equations. Holding the number of passengers in a market constant, trade flows between the two end-point countries are unlikely to affect segment fares in a market. Passenger demand is also endogenous because of its possible correlation with unobserved market characteristics and simultaneity bias. Demeaned population and per-capita-income, which affect market demand but not air fares when market demand is held constant, are therefore used as instruments for demand. Our robustness tests presented in appendix D include estimates of the fare equations using population but not per-capita income and using lagged values of imports and exports as instruments. Finally, short-run fluctuations in capacity utilization ($e_{mt}$) are correlated with random market effects so $De_{mt}$ is used as an instrument. We denote the $1 \times L_f$ vector of instruments to identify the fare equations, which also include exogenous variables in equation (8) of the text, by $H^f_{gmt}, g = 1,2,3$.

*Market Structure Equation.* The market structure equation (9) in the text includes the endogenous regulatory status variables, total revenues and the presence of an airline alliance. The decision to negotiate an open skies agreement is likely to be correlated with individual market effects and with unobserved factors that affect market structure over time but it is unlikely to be affected by temporal shocks to market structure that, for example, affect individual carriers’ profitability. We therefore allow $OSA^t_{mt}$ to be correlated with random market effects and the random market trend, but uncorrelated with $e^M_{mt}$. We use $(D \cdot \Delta)OSA^t_{mt}$ as an instrument for
$OSA_{mt}$. After incorporating country-pair dummies, $OSA_{mt}$ is uncorrelated with the random components.

Fare revenues, $R_{mt}$, are correlated with the three random components because they are influenced by a market’s long-run profitability and the temporal profitability of individual carriers. We use the price of crude oil as the instrument for $\log(R_{mt})$ because it affects fare revenues by affecting fares without affecting airlines’ entry and exit behavior because such behavior is influenced by variable profit, which is held constant in the specification. Finally, we use the demeaned first-order difference of the presence of an airline alliance as the instrument for the presence of an airline alliance dummy variable because the variables that influence the decision to form an airline alliance may be correlated across a network. We denote the $1 \times L_M$ vector of instruments, which include exogenous regressors in equation (9) of the text and the instruments for $OSA_{mt}$ and $\log(R_{mt})$, by $H_{mt}^M$.

Appendix B: GMM Estimation

As noted in the text, we estimate the demand equations jointly and the remaining equations individually. Joint estimation of the demand equations is achieved by collecting observations for any international airline market $m$ and defining the instrument vectors $H_m^r := \left\{H_{mt}^r\right\}_{t=1}^{N_m}$ and $H_m^Q := \left\{H_{mt}^Q\right\}_{t=1}^{N_m}$, where $N_m$ is the total number of observations from market $m$ and $\bar{N}_m$ is the number of observations used to estimate the market demand equation. We also define $\Lambda_{gm} := \left\{\mu_{gm} + \varepsilon_{gm}\right\}_{t=1}^{N_m}, g = 1,2$ and $\Lambda_m^Q := \left\{\sigma_m + \tau_m T + \varepsilon_{mt}^Q\right\}_{t=1}^{N_m}$. The exogeneity of the instruments implies

$$E\left(\left[H_m^r\right]^{\prime} \Lambda_{gm}\right) = 0_{L_r \times 1}, g = 1,2 \quad \text{and} \quad E\left(\left[H_m^Q\right]^{\prime} \Lambda_m^Q\right) = 0_{L_q \times 1}$$

The empirical analogs to the moment conditions in equation (B1) are
(B2) \( \chi_{gs}(\Theta_{gs}) = M^{-1} \sum_{m=1}^{M} \left( H_m^s \right)^{\prime} A_{gm}^{\prime}(\Theta_{gs}), \ g = 1,2 \) and \( \chi_Q(\Theta_Q) = M^{-1} \sum_{m=1}^{M} \left( H_m^Q \right)^{\prime} \Lambda_m^Q(\Theta_Q) \)

where \( M \) is the number of markets, \( \Theta_{gs} \) is the vector of unknown parameters in the expenditure share equations, and \( \Theta_{gs} \) is the vector of unknown parameters in the market demand equation.

For some weighting matrix \( \Phi \), the GMM estimator of \( \Theta \) is the solution to the following minimization problem:

\[
(\hat{\Theta}_{1s}, \hat{\Theta}_{2s}, \hat{\Theta}_Q) = \arg \min_{\Theta_{1s}, \Theta_{2s}, \Theta_Q} \begin{bmatrix} \chi_{1s}(\Theta_{1s}) \\ \chi_{2s}(\Theta_{2s}) \\ \chi_Q(\Theta_Q) \end{bmatrix}^\prime \times \Phi \times \begin{bmatrix} \chi_{1s}(\Theta_{1s}) \\ \chi_{2s}(\Theta_{2s}) \\ \chi_Q(\Theta_Q) \end{bmatrix}
\]

subject to the parametric restrictions in equations (3) - (5) in the text.

The optimal weighting matrix, which accounts for the within-equation correlation, is the inverse of the variance-covariance matrix of the moment functions and takes the following form:

\[
(\Phi^*) = M^{-1} \sum_{m=1}^{M} diag \left( \left( H_m^s \right)^{\prime} Var(A_{1m}^s) \left( H_m^s \right) \left( H_m^s \right)^{\prime} Var(A_{2m}^s) \left( H_m^s \right) \left( H_m^Q \right)^{\prime} Var(A_m^Q) \left( H_m^Q \right) \right)^{-1}
\]

where \( diag(\cdot) \) represents a diagonal matrix function. We first solve the constrained optimization problem in (B3) to obtain consistent parameter estimates by specifying \( Var(A_{gm}^s), g = 1,2 \) and \( Var(A_m^Q) \) as identity matrices. Given consistent parameter estimates, we then use the residuals to estimate \( Var(A_{gm}^s), g = 1,2 \) and \( Var(A_m^Q) \), thereby obtaining more efficient parameter estimates because we use the estimated optimal weighting matrix to solve the constrained optimization problem in (B3).

We estimate the other equations individually using a similar approach. If we ignore the within equation correlation, which is implied by the random effects specification, the GMM approach to those single equations is equivalent to the 2SLS estimator. Accounting for the
within-equation correlation can improve the efficiency of parameter estimates. Finally, because we estimate an Almost Ideal Demand System, we encounter the common problem that \( \alpha_0 \) in equation (2) of the text is hard to identify. Given the price index would be equal to \( \alpha_0 \) in the base period when the segment prices are unity, we choose \( \alpha_0 \) to be the sample mean of the log of market expenditures because all variables on the right hand side of equation (1) in the text are normalized to their sample means in estimation.\(^{20}\) Under this normalization, the estimated \( \alpha_g \) is just the predicted expenditure share of a segment.

Appendix C: Elasticities

We use the estimated parameters to calculate elasticities of demand and flights. In the short run, the number of carriers in a market is fixed so a price change in a segment will have a direct effect on the demand for all three segments through equation (1), holding total market expenditure constant. The price change will also have indirect effects on segment demands by affecting the overall price index given by equation (2). A change in the overall price index will change market demand and the number of flights, which are determined jointly by equations (6) and (7). Finally, the change in market demand will affect segment demands by affecting market expenditures. In sum, the unconditional short-run elasticity of demand for segment \( g \) with respect to the price of segment \( g' \) is given by

\[
(C1) \quad sl_{gg'} = -\delta_{gg'} + \left[ \gamma_{gg'} - \beta_g \left( s_{g'} - \beta_{g'} \ln \left( \frac{E}{P} \right) \right) \right] / s_g + \frac{\partial \ln q_g}{\partial \ln E} \frac{\partial \ln E}{\partial \ln Q} \frac{\partial \ln Q}{\partial \ln P} \frac{\partial \ln P}{\partial \ln p_{g'}}
\]

where \( \delta_{gg'} = 1 \) if \( g = g' \); and 0 otherwise. Note also that the number of flights affects segment demands by affecting market demand, which affects market expenditures.

\(^{20}\) This choice follows the original discussion in Deaton and Muellbauer (1980). The estimation results are not sensitive to changes in the value of \( \alpha_0 \).
Because a change in the overall price level affects both market demand and the number of flights simultaneously, $\theta$ in equation (6) captures only the conditional market demand price elasticity given the number of flights. We measure the unconditional market demand price elasticity by using the following algorithm to simulate market equilibrium after a change in the overall price level.

Algorithm 1: Computing market passengers, number of flights and segment passengers after changing segment prices

For a given change in $p_{gmt}$, we first update the price index in equation (2) by using the new segment prices denoted by $p'_{gmt}$. The updated price index allows us to update the total market demand and number of flights by iterating between equations (6) and (7). Letting $Q'_{mt}$ denote the updated total market demand and $K'_{mt}$ denote the updated number of flights, we can solve for segment passengers given the new segment prices using the following iterative process:

Letting $q^j_{mt} \equiv \left(q^j_{1mt}, q^j_{2mt}, q^j_{3mt}\right)$ denote segment passengers from the last iteration $j$, the corresponding total market expenditure is $E^j_{mt} = \sum_{g=1}^{3} q^j_{gmt} \cdot p'_{gmt}$. At iteration $j+1$, we proceed as follows:

**Step 1:** Compute segment expenditure shares from equation (1) by using the new segment price ($p'_{gmt}$) but fixing the market total expenditures at $E^j_{mt}$. The new segment expenditure share is denoted by $s^j_{gmt}$.

**Step 2:** Solve for the segment passengers based on the system of equations:

$$\sum_{g=1}^{3} q_{gmt} = Q^j_{mt} ; \quad \frac{p^j_{gmt} \cdot q_{gmt}}{\sum_{g=1}^{3} p^j_{gmt} \cdot q^j_{gmt}} = s^j_{gmt}, \quad g = 1,2$$
**Step 3:** Stop if the segment passengers from two successive iterations are very close; otherwise, update $E_{nt}$ and return to step 1.

Appendix D: Robustness Checks of Baseline Models Using Different Instruments in Estimation

As noted in the text and in our discussion of identification, there are some instruments that we argued are valid in the process of estimating the short-run open skies dummy variable because we hold other variables constant in the model. We tested whether our results were affected by using such instruments. Specifically, in table A6 we compare estimates of our model of capacity utilization using the current value of bilateral trade as an instrument for the short-run open skies dummy, as in the baseline model, and a one-year lagged value of bilateral trade. In table A7 we compare estimates of our baseline model of fares, which uses bilateral trade as an instrument for the short-run open skies dummy and uses population and income per-capita as instruments for market passengers, with estimates of an alternative model that uses a one-year lagged value of bilateral trade as an instrument for the open skies dummy and only uses population as an instrument for market passengers. Generally, we find that open skies agreements benefit travelers in the alternative specifications, as indicated by the coefficient of the short-run open skies dummy variables, and that the other parameters do not change much.

Appendix E: Counterfactual Welfare Scenarios

We use the following algorithm to compute equilibrium for each counterfactual scenario in our welfare analysis.

Algorithm 2: Computing the equilibrium number of carriers, segment prices, and passengers for the counterfactual scenarios
We first change the regulatory status on the routes under consideration. Given the number of carriers, segment prices, number of flights and passengers from the last iteration \( j \), we go through the following steps at iteration \( j + 1 \):

**Step 1:** Update the segment prices from equation (8) by fixing the number of carriers at \( C_{mt}^j \) — the number of carriers from the last iteration, by fixing the number of flights at \( K_{mt}^j \) — the number of flights from the last iteration, and by fixing the number of passengers at \( Q_{mt}^j \) — the number of passengers from the last iteration.

**Step 2:** Given the updated segment prices, update number of flights, market and segment passengers under the new regulatory status using Algorithm 1.

**Step 3:** Update market fare revenues by using the fact that segment fares are equal to segment prices minus segment taxes, which are held constant.

**Step 4:** Update the number of carriers from equation (9).

**Step 5:** Stop if the market outcomes from two successive iterations are very close; otherwise, return to step 1.
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