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Overview

This report covers the period October 1, 2021, through September 30, 2022. The Center was established by the authority
of FAA solicitation 13-C-AJFE-Solicitation. During that time the ASCENT team launched a new website, which can be viewed
at ascent.aero. The next meeting(s) will be held during the months of April and May 2023.

Over the last year, the ASCENT team has made great strides in research, outreach, and education. The team’s success includes
the following:

e 64 active research projects*.
The projects are divided into five main categories: tools, operations, noise, emissions, and alternative fuels, with cross-
cutting research in aircraft technology innovation and supersonics. See the project category descriptions for more detail on
each category and a summary of the projects. Funding for these projects comes from the FAA in partnership with Transport
Canada.

*Note that projects 001, 059, 065 and 082 include several separately funded projects within a single project number. An
individual report section is provided for each of these funded “sub-projects” and are titled Projects 001A-O0TE, 059A-059E,
065A-B and 082A-B.

« 181 publications, reports, and presentations by the ASCENT team.
Each project report includes a list of publications, reports, and presentations. A comprehensive list of the publications,
reports, and presentations for all projects is available in the publications index.

o 214 students participated in aviation research with the ASCENT team.

ASCENT research projects were supported by 181 graduate students and 33 undergraduate students. Each project report
includes the names and roles of the graduate and undergraduate students in the investigator’s research. Students are
selected by the investigators to participate in this research.

o 75 active industry partners involved in ASCENT.

ASCENT’s industry partners play an important role in the Center. Industry partners may contribute matching funds,
participate on the Advisory Board, or both. Three new industry partners joined the Advisory Board in 2022. Advisory Board
members provide insight into the view of stakeholders, advice on the activities and priorities of the Center’s co-directors and
ensure research will have practical application. The committee does not influence FAA policy. Industry partners also play a
direct role in some of the research projects, providing matching funds, resources, and expertise to the project investigators.

Leadership

Dr. Michael Wolcott

Center Director and Technical Lead for Alternative Jet Fuels Research
Washington State University

(509) 335-6392, wolcott@wsu.edu

Dr. R. John Hansman

Center Co-Director and Technical Lead for Environmental Research
Massachusetts Institute of Technology

(617) 253-2271, rjhans@mit.edu

Dr. Jonathan Male

Assistant Vice Chancellor for Research and Director of National Laboratory Partnerships
Washington State University

jonathan.male@wsu.edu

Fabio Grandi

Acting Chief Scientific and Technical Advisor for Environment and Energy, Office of Environment and Energy
Federal Aviation Administration

fabio.grandi@faa.gov

AT
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Research Topics

Research projects within ASCENT are divided into five categories: alternative fuels, emissions, noise, operations, tools,
aircraft technology innovation and supersonics. The list below includes all ASCENT funded research projects. This report
includes research on active projects only. Reports for projects marked as COMPLETE are available on the ASCENT website
at: https://ascent.aero/project/.

Alternative Fuels

The development of alternative jet fuels (AJFs) -- or sustainable aviation fuels (SAF) -- is of great interest to an array of aviation
stakeholders, including aircraft and engine manufacturers and airlines. Alternative fuels that are produced from bio-based
materials provide sustainable jet fuel alternatives that not only help alleviate environmental impacts from aviation emissions
but can also create jobs in rural areas and lessen our reliance on foreign petroleum supplies.

Effective research and development, co-funded by the federal government and industry, enables SAF development by
reducing the costs of producing renewable fuel. ASCENT research provides the scientific expertise and data to evaluate the
environmental benefits associated with these sustainable fuels. ASCENT’s collaborative R&D activities focuses on evaluating
promising sustainable aviation fuel pathways to ensure environmental and social benefits, reduce technical uncertainties,
inform aviation emission policies, and promote private sector investment in production.

Projects include:

o O0O0TA-F - Alternative Jet Fuel Supply Chain Analysis

o 025 - National Jet Fuels Combustion Program - Area #1: Chemical Kinetics Combustion Experiments

o 026 - (COMPLETE) - National Jet Fuels Combustion Program - Area #2: Chemical Kinetics Model Development
and Evaluation

o 027 - (COMPLETE) National Jet Fuels Combustion Program - Area #3: Advanced Combustion Tests

o 028 - (COMPLETE) National Jet Fuels Combustion Program - Area #4: Combustion Model Development and
Evaluation

o 029A - National Jet Fuels Combustion Program - Area #5: Atomization Tests and Models

o 030 - (COMPLETE) National Jet Fuels Combustion Program - Area #6: Referee Swirl-Stabilized Combustor
Evaluation/Support
o 031 - Alternative Jet Fuels Test and Evaluation
o 032 - (COMPLETE) - Worldwide LCA of GHG Emissions from Petroleum Jet
o 033 - Alternative Fuels Test Database Library
o 034 - (COMPLETE) National Jet Fuels Combustion Program - Area #7: Overall Program Integration and Analysis
o 052 - Comparative Assessment of Electrification Strategies for Aviation
o 065 - Fuel Testing Approaches for Rapid Jet Fuel Prescreening
o 066 - Evaluation of High Thermal Stability Fuels
o 067 - Impact of Fuel Heating on Combustion and Emissions
o 073 - Combustor Durability with Alternative Fuel Use
o 080 - Hydrogen and Power-to-Liquid (PtL) Concepts for SAF Production
Emissions

The demand for passenger and cargo air transportation has grown rapidly over the last several decades. According to the
International Air Transport Association (IATA), in 2016 there were 3.8 billion air travelers, a number it predicts will rise to
7.2 billion passengers by 2035—a near doubling of current levels. This staggering growth is accompanied by airport
expansions and increases in emissions from aircraft, ground services equipment, and vehicle traffic on and near airports.
The increases in these activity-based emissions impact the air quality around airports, cumulatively contribute to global
climate change, and can negatively affect human health.

ASCENT researchers are analyzing data and improving predictive models to understand the effects of aircraft and ground
vehicle emissions, create and refine emission-based analytical techniques at both airport-specific and global scales, and
assess how policy changes affect emissions and its impacts.

Projects include:

o 002 - (COMPLETE) Ambient Conditions Corrections for Non-Volatile PM Emissions Measurements
o 013 - (COMPLETE) - Micro-Physical Modeling & Analysis of ACCESS 2 Aviation Exhaust Observations

AT
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Noise

014 - (COMPLETE) - Analysis to Support the Development of an Aircraft CO2 Standard
018 - Community Measurement of Aviation Emission Contribution of Ambient Air Quality
019 - Development of Improved Aviation Emissions Dispersion Capabilities for AEDT
020 - (COMPLETE) - Development of NAS wide and Global Rapid Aviation Air Quality

021 - (COMPLETE) - Improving Climate Policy Analysis Tools

022 - Evaluation of FAA Climate Tools

024 - (COMPLETE) - Emissions Data Analysis for CLEEN, ACCESS, and Other Recent Tests
039 - (COMPLETE) - Naphthalene Removal Assessment

047 - Clean Sheet Supersonic Aircraft Engine Design and Performance

048 - Analysis to Support the Development of an Engine nvPM Emissions Standard

051 - Combustion Concepts for Next-Generation Aircraft Engines

052 - Comparative Assessment of Electrification Strategies for Aviation

058 - Improving Policy Analysis Tools to Evaluate Higher-Altitude Aircraft Operations
064 - Alternative Design Configurations to Meet Future Demand

067 - Impact of Fuel Heating on Combustion and Emissions

068 - Combustor Wall Cooling Concepts for Dirt Mitigation

069 - Transitioning a Research nvPM Mass Calibration Procedure to Operations

070 - Reduction of nvPM emissions via innovation in aero-engine fuel injector design
071 - Predictive Simulation of nvPM Emissions in Aircraft Combustors

074 - Low Emissions Pre-Mixed Combustion Technology for Supersonic Civil Transport
078 - Contrail Avoidance Decision Support and Evaluation

081 - Measurement and Prediction of Non-Volatile Particulate Matter (nvPM) Size and Number Emissions from
SAF and Conventional Aviation Fuels

082 - Integrated Noise and Emissions CO, Standard Setting Analysis

ASCENT researchers work to understand all aspects of the aircraft operations that contribute to aviation’s noise impact. They
are working on understanding how aircraft and rotorcraft performance and operation affect noise generation and how they
could be modified for mitigation measures. Research is also under way to look how noise propagates from the source to the
ground and how it affects human health, wellbeing, and quality of life. This research will improve the modeling tools used
to estimate the noise impacts from aviation operations and provide data to inform policy development as well as public
engagement and education.

Projects include:

o

O O O OO OO OO0 OO0 O0OO0OO0oOOo

O O O O O

003 - Cardiovascular Disease and Aircraft Noise Exposure

004 - (COMPLETE) - Estimate of Noise Level Reduction

005 - (COMPLETE) - Noise Emission and Propagation Modeling

007 - (COMPLETE) - Civil, Supersonic Over Flight, Sonic Boom (Noise) Standards Development
008 - (COMPLETE) - Noise Outreach

009 - Geospatially Driven Noise Estimation Module

017 - (COMPLETE) -Pilot Study on Aircraft Noise and Sleep Disturbance

038 - Rotorcraft Noise Abatement Procedures Development

040 - Quantifying Uncertainties in Predicting Aircraft Noise in Real-world Situations

041 - Identification of Noise Acceptance Onset for Noise Certification Standards of Supersonic Airplane
042 - (COMPLETE) Acoustical Mode of Mach Cut-off

043 - Noise Power Distance Re-Evaluation

044 - Aircraft Noise Abatement Procedure Modeling and Validation

049 - Urban Air Mobility Noise Reduction Modeling

050 - Over-Wing Engine Placement Evaluation

053 - Validation of Low Exposure Noise Modeling by Open Source Data Management and Visualization Systems
Integrated with AEDT

055 - Noise Generation and Propagation from Advanced Combustors

057 - Support for Supersonic Aircraft En-route Noise Efforts in ICAO CAEP

059A-E - Modeling and Measurements of Supersonic Civil Transport Jet Noise

061 - Noise Certification Streamlining

062 - Noise Model Validation for AEDT

AT
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063 - Parametric Noise Modeling for Boundary Layer Ingesting Propulsors
072 - Aircraft noise exposure and market outcomes in the US

075 - Improved Engine Fan Broadband Noise Prediction Capabilities

076 - Improved Open Rotor Noise Prediction Capabilities

079 - Novel Noise Liner Development Enabled by Advanced Manufacturing
082 - Integrated Noise and Emissions CO, Standard Setting Analysis

O O O O O O

Operations

Aviation operations result in fuel burn, emissions, and noise impacts. The nature and scale of these effects depends on a
number of related factors, including:

e Aircraft flight paths and profiles,
e Schedule and frequency of operations, and
e Aircraft fleet mix.

ASCENT research focuses on identifying and accelerating the implementation of operational concepts that will reduce aviation
environmental impacts and/or improve energy efficiency while maintaining the efficiency of the National Airspace System.
The research spans multiple phases of flights and targets all environmental impact areas.

Projects include:
o 006 - (COMPLETE) - Rotorcraft Noise Abatement Operating Conditions Modeling
015 - (COMPLETE) - Cruise Altitude and Speed Optimization
016 - (COMPLETE) - Airport Surface Movement Optimization
023 - Analytical Approach for Quantifying Noise from Advanced Operational Procedures
038 - Rotorcraft Noise Abatement Procedures Development
044 - Aircraft Noise Abatement Procedure Modeling and Validation
053 - Validation of Low Exposure Noise Modeling by Open Source Data Management and Visualization Systems
Integrated with AEDT
o 077 - Measurements to Support Noise Certification for UAS/UAM Vehicles and Identify Noise Reduction
Opportunities

O O O O O O

Tools

The aviation system operation involves complex interactions between many different components when aircraft are on the
ground, taking off, in the air, and when landing. Aviation system operations also require the understanding of how to
optimize aviation activities, which is best done by implementing advanced modeling tools.

The Federal Aviation Administration’s suite of modeling tools have been developed to characterize and quantify the
interdependences of aviation-related noise and emissions, impacts on human health and welfare, and the costs and market
impacts to industry and consumers under varying policies, technologies, operations, and market scenarios.

The ASCENT researchers are further developing and expanding the capabilities of these modeling tools in a variety of ways,
from improving the way basic physical properties are represented and effectively modeled to how new technologies will enter
the aircraft fleet and identifying the benefits of such technologies.

Projects include:
o 009 - Geospatially Driven Noise Estimation Module
010 - Aircraft Technology Modeling and Assessment
011 - (COMPLETE) - Rapid Fleet-wide Environmental Assessment Capability
012 - (COMPLETE) - Aircraft Design and Performance Assessment Tool Enhancement
035 - (COMPLETE) - Airline Flight Data Examination to Improve flight Performance Modeling
036 - (COMPLETE) - Parametric Uncertainty Assessment for AEDT2b
037 - CLEEN 1l Technology Modeling and Assessment
040 - (COMPLETE) - Quantifying Uncertainties in Predicting Aircraft Noise in Real-world Situations
043 - Noise Power Distance Re-Evaluation (NPD+C) to Include Airframe Noise in AEDT
045 - (COMPLETE) Takeoff/Climb Analysis to Support AEDT APM Development

O O O O O O O O O

AT
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o 046 - Surface Analysis to Support AEDT APM Development

049 - Urban Air Mobility Noise Reduction Modeling

053 - Validation of Low Exposure Noise Modeling by Open Source Data Management and Visualization Systems
Integrated with AEDT

054 - AEDT Evaluation and Development Support

058 - Improving Policy Analysis Tools to Evaluate Higher-Altitude Aircraft Operations

060 - Analytical Methods for Expanding the AEDT Aircraft Fleet Database

062 - Noise Model Validation for AEDT

064 - Alternative Design Configurations to meet Future Demand

o O

O O O O O

Aircraft Technology Innovation

The evolution of airframes and engines has resulted in modern designs that significantly reduce aviation fuel use, emissions
and noise on a per-flight basis. ASCENT researchers conduct the analyses, modeling and testing required to demonstrate the
viability of innovative airframe, engine and flight management technologies that reduce noise, emissions, and fuel burn.
Future innovations will drive further improvements and the ASCENT research helps accelerate technology development.

Projects include:
o 010- Aircraft Technology Modeling and Assessment
037 - CLEEN Il System Level Assessment
047 - Clean Sheet Supersonic Aircraft Engine Design and Performance
050 - Over-Wing Engine Placement Evaluation
051 - Combustion Concepts for Next-Generation Aircraft Engines
052 - Comparative Assessment of Electrification Strategies for Aviation
055 - Noise Generation and Propagation from Advanced Combustors
056 - Turbine Cooling through Additive Manufacturing
059 - Modeling and Measurements of Supersonic Civil Transport Jet Noise
063 - Parametric Noise Modeling for Boundary Layer Ingesting Propulsors
064 - Alternative Design Configurations to Meet Future Demand
066 - Evaluation of High Thermal Stability Fuels
067 - Impact of Fuel Heating on Combustion and Emissions
068 - Combustor Wall Cooling with Dirt Mitigation
070 - Reduction of nvPM emissions via innovation in aero-engine fuel injector design
071 - Predictive Simulation of Soot Emission in Aircraft combustors
074 - Low Emissions Pre-Mixed Combustion Technology for Supersonic Civil Transport
075 - Improved Engine Fan Broadband Noise Prediction Capabilities
076 - Improved Open Rotor Noise Prediction Capabilities
077 - Measurements to Support Noise Certification for UAS/UAM Vehicles and Identify Noise Reduction
Opportunities

O O O OO OO O0OO0OO0OO0OO0OO0OO0OO0oOOoOOoOO0oOOo

Supersonics

ASCENT supersonics research supports implementation of new technologies by advancing the understanding of the
perception of sonic boom noise over a range of sonic boom levels, assessing Mach cut-off levels that will allow supersonic
flight over land and furthering development of supersonic aircraft noise certification standards.

Projects include:

o 007 (COMPLETE) - Civil, Supersonic Over Flight, Sonic Boom (Noise) Standards Development
010- Aircraft Technology Modeling and Assessment
022 - Evaluation of FAA Climate Tools
041 - Identification of Noise Acceptance Onset for Noise Certification Standards of Supersonic Airplanes
042 - (COMPLETE) Acoustical Model of Mach Cut-off
047 - Clean Sheet Supersonic Aircraft Engine Design and Performance
057 - Support for Supersonic Aircraft Noise Efforts in ICAO CAEP
058 - Improving Policy Analysis Tools to Evaluate Aircraft Operations in the Stratosphere
059 - Jet Noise Modeling to Support Low Noise Supersonic Aircraft Technology Development
074 - Low Emissions Pre-Mixed Combustion Technology for Supersonic Civil Transport

O O O O O O O 0 O

AT



Project 001(A) Alternative Jet Fuel Supply Chain Analysis

Washington State University

Project Lead Investigator
Michael P. Wolcott

Regents Professor

Department of Civil & Environmental Engineering
Washington State University

PO Box 642910

Pullman, WA 99164-2910

509-335-6392

wolcott@wsu.edu

University Participants

Washington State University

P.l.s: Michael P. Wolcott, Regents Professor; Christina Sanders, Acting Director, Division of Governmental Studies
and Services; Manuel Garcia-Perez, Professor; Xiao Zhang, Professor; and Ji Yun Lee, Assistant Professor
FAA Award Number: 13-C-AJFE-WaSU-023, 026
Period of Performance: October 1, 2021 to September 30, 2022
Tasks:
1. Prepare and assess design cases.
2. Evaluate the most promising biorefinery concepts for alternative jet fuel (AJF) production.
3. Supplement and maintain the current inventory of biorefinery infrastructures that are useful for the
production of AJF, as identified in the conversion design cases.
4. Perform a community social asset assessment.
5. Refine and deploy facility siting tools to determine regional demand and to identify potential conversion
sites to be used in regional analyses.
Perform a refinery-to-wing stakeholder assessment.
Conduct a supply chain analysis.
Provide analytical support for regional Commercial Aviation Alternative Fuels Initiative (CAAFI) and U.S.
Department of Agriculture (USDA) jet fuel projects.

PN

Project Funding Level

This project has received $1,091,455 in FAA funding, $1,091,455 in matching funds, and state-committed graduate school
contributions for four PhD students. Faculty time for Michael Wolcott, Manuel Garcia-Perez, and Xiao Zhang contributes to
the cost share.

Investigation Team

Michael Wolcott, WSU, Project Director/P.l. (Tasks 3,5,7,8)
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Michael Gaffney, WSU, Faculty (Tasks 4,6)
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Anamaria Paiva, WSU, Graduate Student
Kelly Nguyen, WSU, Graduate Student
Jie Zhao, WSU, Graduate Student
Fangjiao Ma, WSU, Graduate Student

Collaborating Researchers
e Burton English, University of Tennessee
Edward Yu, University of Tennessee
Scott Turn, University of Hawaii
Florian Allroggen, Massachusetts Institute of Technology
Kristin C. Lewis, Volpe Center

Project Overview

As part of an effort to realize an “aviation system in which air traffic will move safely, swiftly, efficiently, and seamlessly
around the globe,” the FAA set a series of goals and supporting outcomes, strategies, and performance metrics (Hileman et
al., 2013). The goal entitled “Sustaining our Future” outlines several strategies collectively aimed at reducing the
environmental and energy impacts of the aviation system. To achieve this goal, the FAA set an aspirational goal for the
aviation industry to utilize one billion gallons of AJF by the year 2018. This goal was created according to economic,
emissions, and overall feasibility perspectives (Richard, 2010; Staples et al., 2014). In the past year, the goals for U.S. AJF
use have been updated with the Sustainable Aviation Fuel (SAF) Grand Challenge that by 2030 the United States will produce
and use three billion gallons of AJF, with an increase to 35 billion gallons in 2050 with a minimum reduction of 50% in
lifecycle greenhouse gases (White House, 2021).

Most approaches to supply chain analyses for AJF optimize feedstock-to-refinery and refinery-to-wing transportation logistics
(Bond et al., 2014). One of the greatest barriers to large-scale AJF production is the high capital of greenfield facilities, which
translates to risk in the investment community (Huber et al., 2007). The cost of cellulosic ethanol plants ranges from $10 to
$13 per gallon capacity (Hileman & Stratton, 2014); moreover, the additional processing steps required to convert the
intermediate to a drop-in AJF could increase this cost to more than $25 per gallon capacity (Hileman, 2014).

Motivated by the realities of converting these initial commercialization efforts into second-generation AJF, researchers have
considered alternative conversion scenarios, including the transitioning of existing facilities (Brown, 2013). The conversion
of existing refineries to produce renewable diesel and AJF is underway at both the Martinez and Rodeo refineries in California
(Marathon, 2022; Phillips 66, 2022). Research on approaches for achieving the SAF Grand Challenge goals for AJF
consumption has relied on “switching” scenarios, in which existing and planned capacities are used to produce drop-in fuel
(Malina, 2012). These approaches require the identification of existing industrial assets, similar to refinery conversions, that
can be targeted for future AJF production. Thus, siting becomes not only an exercise for optimizing feedstock transportation
but also a necessary task for aligning this critical factor with the existing infrastructure, markets within regions, and the
appropriate social capital for developing this new industry (Henrich et al., 2007; Seber et al., 2014).

To date, all published AJF supply chain analyses have been limited to stand-alone jet fuel production technologies that do
not generate bioproducts. Hence, future studies must consider the potential techno-economic and environmental benefits
of using the existing industrial infrastructure and the production of co-products with respect to the development of jet fuel
production scenarios.

Design cases of stand-alone AJF production facilities will be used in supply chain evaluations. Social asset modeling is not
well developed, and efforts are likely to be hampered by difficulties in quantifying social assets when compared with
improved environmental performance or reductions in AJF costs, which may be better observed by optimizing economic and
environmental constraints. However, the community characteristics of a potential site must be considered when determining
preferred locations for a new biorefinery. Community resistance or enthusiasm for the AJF industry can strongly influence
the success or failure of a facility (Martinkus et al., 2014; Rijkhoff et al., 2017). Thus, community social asset modeling
efforts conducted within this project, such as those based on the Community Asset and Attribute Model (CAAM), will inform
disciplinary applications and advances. Clearly, social factors can have substantial effects, either positive or negative, on
project adoption and implementation, particularly in high-technology or energy-related projects (Lewis et al., 2012; Martinkus
et al., 2012; Mueller et al., 2020). The consideration of social factors in site selection and implementation decisions can
maximize positive social support and minimize opposition and social negatives, thereby substantially promoting the success



of a project. In this regard, the CAAM originally piloted in the Northwest Advanced Renewables Alliance project was designed
to provide a quantitative rating of select social factors at the county level (Martinkus et al., 2014).

Focusing on regional supply chains, this research aims to identify the key barriers that must be overcome to meet AJF targets.
We will address this overall goal by developing tools to support the AJF supply chain assessment performed at the Volpe
Center. Our efforts will provide facility siting analyses that assess conversion design cases combined with regional supply
chain assets and social capacity assessments for communities to act collectively toward development goals. Finally, a
refinery-to-wing stakeholder assessment will support modeling and accounting of AJF distribution for downstream fuel
logistics.
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Task 1 - Prepare and Assess Design Cases
Washington State University

Objectives

In previous years, our team has worked toward completing reviews and final reports of design cases for six stand-alone AJF
technologies (Table 1) and four relevant industries (sugarcane, pulp and paper, corn ethanol, and petroleum refineries). The
status of each stand-alone AJF techno-economic analysis (TEA) and report is shown in Table 1. The results on pyrolysis and
alcohol-to-jet (ATJ) pathways have been published in the referenced peer-reviewed journals. The work conducted from
October 1, 2021 to September 30, 2022 focused on the following tasks:

1.

2.
3

Complete a detailed analysis of a “catalytic hydrothermolysis pathway for jet fuel production,” including two
publications.

Conduct a detailed analysis of a new AJF pathway for hydrothermal liquefaction (HTL) processing.

Conduct TEA on the integration of lignin co-product technologies in the ATJ pathway to determine the potential for
reducing fuel costs.

Develop a new case report focusing on a technology review, an evaluation of lipid conversion processes
(hydroprocessed esters and fatty acids [HEFA], catalytic hydrothermolysis [CH], SBI, Forge, Tyton, and

decarboxylation), and new technologies for the production of alternative lipids (HTL and sugar-to-lipid).
5. Prepare manuscripts for publication.

Table 1. Evaluated stand-alone alternative jet fuel (AJF) technologies.

Literature review and
design report date

Publications

Techno-economic analysis (TEA) model

Pyrolysis

Literature review based
on a design report,
138 pages (2017)

Energy Fuel 33, 4683,
2019; Fuel Process
Technology 195, 106140,
2019

A standardized TEA is complete and available for
use by university partners.

Alcohol-to-jet (ATJ)

Literature review based
on a design report,
28 pages (2015)

ChemSusChem 11, 3728,
2018

A standardized TEA is complete and available for
use by partners.

Synthetic kerosene
and synthetic
aromatic kerosene
(SK-SKA)

Literature review based
on a design report, 36
pages (2015)

Manuscript based on the
case design report in
preparation

This work was based on a Sasol process, on which
we have not found any significant development
since 2016. Because of a lack of adequate process
information/data on SK-SKA production from
renewable feedstock, we are not able to build a
reliable TEA.

Direct sugar-to-
hydrocarbon (DSHC)

Literature review based
on a design report, 88
pages (2017)

Biomass and Bioenergy
145:105942, 2021

A standardized TEA is complete and available for
use by partners.

Virent BioForming
process

Literature review based
on a design report, 46
pages (2015)

Biomass and Bioenergy
145:105942, 2021

A standardized TEA is complete and available for
use by partners.

Catalytic
hydrothermolysis
(CH)

Literature review based
on a design report, 35
pages (2018)

Renewable and Sustainable
Energy Reviews
115:111516, 2021

Data in Brief 39:107514,
2021

A standardized TEA is complete and has been
posted on the WSU repository.

Gasification Fischer

No literature review

Biomass and Bioenergy

A standardized TEA is complete and available for

esters and fatty acids
(HEFA)

conducted

145:105942, 2021

Tropsch conducted 145:105942, 2021 use by partners.
(GFT)
Microchannel GFT No exhaustive literature Capital cost results A standardized microGFT TEA was completed;
(microGFT) review written; capital deemed unreliable however, the cost information is considered
costs found in the open unreliable.
literature for
microchannel FT deemed
unreliable
Hydroprocessed No literature review Biomass and Bioenergy A standardized TEA is complete and available for

use by partners.




Research Approach

Background

We have conducted a detailed literature review and prepared design case reports on six AJF pathways, including pyrolysis,
AT]J, synthetic kerosene, direct sugar-to-hydrocarbon (DSHC), Virent BioForming, and CH. We have also collected data from
the literature to conduct TEAs for these pathways. The results from these design cases were applied in the development of
supply chains and the identification of synergisms that may eventually lead to the construction of integrated AJF production
systems that take advantage of the infrastructure in a given region. An analysis of the locations of existing infrastructure
demonstrated that the United States can be divided into regions according to the dominant biomass. Thus, we believe that
the generation of advanced biorefinery concepts focused on petroleum refineries, pulp and paper mills, sugarcane mills, and
corn ethanol mills is a viable approach for evaluating the synergism among AJF pathways, existing infrastructure, and co-
products. We can then compare the biorefinery concepts developed for each technology to identify the most promising
approach, which can subsequently be used in supply chain analyses.

Stand-alone design case reports were generated by reviewing relevant research in the academic literature and public
information provided by commercial entities developing the corresponding technology. The published manuscripts were
subjected to an industrial expert review. The reports provide details regarding the processes involved in each conversion
pathway and outline the technology readiness and particular barriers to implementation. Publicly available information
regarding the commercial processes and research literature will provide a foundation of information to be used in modeling
efforts. In cases lacking detailed process engineering information, new models will be built to estimate the parameters
needed to complete assessments such as techno-economic modeling and supply chain modeling. Aspen Plus primarily
generates process models and details, including mass balances, energy balances, energy requirements, and equipment size
and cost. These results will also provide the basis for a comparative analysis of design cases, which will identify the key
advantages and markets for each technology.

Each design case has the following components:
e Feedstock requirements
e Companies developing/commercializing the technology
e Current locations of units in the United States and worldwide
e Block and flow diagram of the technology
e Unit operations and process conditions (reactor type, separation unit type, catalysts, product yield, and jet fuel
yield)
Properties of the produced jet fuel
Identification of potential intermediates
Current and potential uses of wastes and effluents
Developed co-products
e Potential methods for coprocessing intermediates, wastes, and co-products by using existing infrastructure (e.g.,
petroleum refineries or pulp and paper mills)
e  Preliminary TEA
e Technological challenges and gaps

We have submitted technical reports and supplementary Microsoft Excel files with mass and energy balances and TEAs for
the pathways listed below. Furthermore, we have conducted a strategic analysis to identify the overall weaknesses of the
technologies under study. All files are available on shared drives for the Project 01 team members.

e  Pyrolysis-bio-oil hydro-treatment concept (hydro-treated depolymerized cellulosic jet): The TEA is complete.

e ATJ: A manuscript with information on the mass and energy balances and the TEA has been published.

e Gasification Fischer Tropsch (GFT): Two design cases have been prepared for biomass gasification. The first case
focuses on microreactors, and the second design case is applicable to technology based on larger, standard reactors
(reviews on the TEAs for GFT and microGFT have been completed). However, the limited reliability of the microreactor
capital costs hinders the value of the practical impact of our microreactor TEA study. The TEAs are available for use
by partners.

e HEFA: A stochastic TEA was created in MATLAB and was confirmed to match the completed, deterministic TEA when
the assumptions and costs match (deterministic TEA review completed). The TEA is now available for use.

e CH: The TEA is complete.



Major progress has been made on the analysis of corn ethanol, sugarcane, and petroleum refinery infrastructure that could
support jet fuel production. A manuscript on the conversion of corn ethanol mills was published in Biomass and Bioenergy.
Two additional manuscripts repurposing either sugarcane mills or petroleum refineries to reduce AJF production costs were
also published.

We have worked with the Pacific Northwest National Laboratory and completed a case design report on HTL for AJF
conversion.

A summary manuscript reviewing several lipid conversion pathways, including SBI, Forge, Tyton, decarboxylation, and
coprocessing, entitled “Lipid and Bio-processing Technologies: An Insight into Bioconversion Potential of Process
Intensification and Continuous Flow-Through Reaction (PICFTR), Lipid to Hydrocarbon (LTH) and TYTON Bioenergy” has been
prepared.

Milestones

A Microsoft Excel file with TEAs for all AJF technologies has been completed, and design cases for the corn ethanol and
sugarcane industries have been completed. A detailed analysis entitled “Catalytic Hydrothermolysis Pathway for Jet Fuel
Production” has been completed, and a manuscript entitled “Jet Fuel Design Case: Hydrothermal Liquefaction Case Design
Report” has been published. A summary report entitled “Lipid and Bio-processing Technologies: Process Intensification and
Continuous Flow-Through Reaction (PICFTR), Lipid-to-Hydrocarbon (LTH), Tyton, Decarboxylation and Coprocessing” has
been produced, and corresponding manuscripts have been prepared for publication.

Major Accomplishments

A manuscript entitled “Economic Analysis of Catalytic Hydrothermolysis Pathway for Jet Fuel Production" has been published
in Renewable and Sustainable Energy Reviews, and a TEA dataset on the CH pathway for jet fuel production was published
in Data in Brief in 2021. A manuscript reporting on a preliminary TEA of biorefinery lignin for fine chemical production was
published in Green Chemistryin 2021. We have also updated two draft manuscripts: “Hydrothermal Liquefaction Case Design
Report” and “Lipid and Bio-processing Technologies: An Insight into Bioconversion Potential of Process Intensification and
Continuous Flow-Through Reaction (PICFTR), Lipid to Hydrocarbon (LTH) and TYTON Bioenergy.” A manuscript entitled
“Comparison of Techno-economic and Environmental Performance of Alternative Jet Fuel Production Technologies” has been
prepared, reviewed, and updated in preparation for FAA review. We intend to submit these manuscripts to the FAA for review
within the next four months. We are working on the construction of a TEA for lignin extraction and utilization in a biorefinery
process (NREL, 201 8).

We have assisted the International Civil Aviation Organization (ICAO), Committee on Aviation Environmental Protection
through participation in the Fuel Task Group and the Long-Term Aspirational Goal task group. An Excel spreadsheet of
publicly announced, global AJF producers has been updated, and work with ICAO for integrating the historical portion of
these data with their database is ongoing. In addition, a separate U.S. database that does not include ICAO-specific
assumptions and data is being maintained to assist in tracking progress toward meeting the SAF Grand Challenge goals.

Six Excel spreadsheet-based TEAs have been published on the WSU repository site to make these tools publicly available for
analyses. These TEAs include HEFA, ATJ, FT with both solid and gaseous feedstocks, FT feedstock preparation, pyrolysis, and
CH. The TEAs are being used by other ASCENT member universities and interested industry and government parties.

Data generated from the design cases have been made available to OTA partners to assist with supply chain analysis and
techno-economic modeling by improving the conversion and cost figure database values. Evaluations of the effects of process
variations in the chemical properties of the generated products are being used to provide insight into the challenges that
will be faced when AJFs are blended into commercial jet fuel.

Publications

Peer-reviewed journal publications

Brandt, K., Camenzind, D., Zhu, J. Y., Latta, G., Gao, J., & Wolcott, M. (2022). Methodology for quantifying the impact of
repurposing existing manufacturing facilities: Case study using pulp and paper facilities for sustainable aviation
fuel production. Biofuels, Bioproducts and Biorefining, 16(5), 1227-1239. https://doi.org/10.1002/bbb.2369

Brandt, K. L., Martinez-Valencia, L., & Wolcott, M. P. (2022). Cumulative impact of federal and state policy on minimum



selling price of sustainable aviation fuel. Frontiers in Energy Research, 10, 828789. Doi:
10.3389/fenrg.2022.828789

Eswaran, S., Subramaniam, S., Geleynse, S., Brandt, K., Wolcott, M., & Zhang, X. (2021). Dataset for techno-economic
analysis of catalytic hydrothermolysis pathway for jet fuel production. Data in Brief, 39, 107514. Doi:
10.1016/j.dib.2021.107514

Eswaran, S., Subramaniam, S., Geleynse, S., Brandt, K., Wolcott, M., & Zhang, X. (2021). Techno-economic analysis
of catalytic hydrothermolysis pathway for jet fuel production. Renewable and Sustainable Energy Reviews, 151,
111516. Doi: 10.1016/j.rser.2021.111516

Ma, R., Sanyal, U., Olarte, M. V., Job, H. M., Swita, M. S., Jones, S. B., Meyer, P. A., Burton, S. D., Cort, J. R., Bowden, M. E.,
Chen, X., Wolcott, M. P., & Zhang, X. (2021). Role of peracetic acid on the disruption of lignin packing structure and
its consequence on lignin depolymerisation. Green Chemistry, 23(21), 8468-8479. Doi: 10.1039/D1GC02300D

Tanzil, A. H., Brandt, K., Wolcott, M., Zhang, X., & Garcia-Perez, M. (2021). Strategic assessment of sustainable aviation fuel
production technologies: Yield improvement and cost reduction opportunities. Biomass and Bioenergy, 145,
105942. Doi: 10.1016/j.biombioe.2020.105942

Outreach Efforts
During the preparation of design case reports, we have closely interacted with industrial companies, including Gevo,
LanzaTech, Sky Energies, and Agrisoma (now NuSeed). These companies have also helped us review reports and draft
manuscripts. Our results have been presented to the FAA and CAAFI. Six harmonized TEAs have been posted on the WSU
Research Repository for public use. We have also made several presentations to graduate and undergraduate students.
e  Wolcott, M., Brandt, K. SAF Grand Challenge A Path to 3-billion Gallons by 2030. SAF Summit & CAAFI Biennial General
Meeting. (2022)
e Brandt, K; Tanzil, AH; Martinez-Valencia, L; Garcia-Perez, M; Wolcott, MP; Pyrolysis techno-economic analysis, v.
2.1. Washington State University (2022)
e Brandt, K; Wolcott, MP; Fischer Tropsch feedstock pre-processing techno-economic analysis, v. 2.1. Washington
State University (2022)
e Brandt, K; Tanzil, AH; Martinez-Valencia, L; Garcia-Perez, M; Wolcott, MP; Fischer Tropsch techno-economic
analysis, v. 2.1. Washington State University (2022)
e Brandt, K; Tanzil, AH; Martinez-Valencia, L; Garcia-Perez, M; Wolcott, MP; Hydroprocessed esters and fatty acids
techno-economic analysis, v. 2.1. Washington State University (2022)
e Brandt, K; Geleynse, S; Martinez-Valencia, L; Zhang, X; Garcia-Perez, M; Wolcott, MP; Alcohol to jet techno-
economic analysis, v. 2.1. Washington State University (2022)
e Brandt, K; Eswaran, S; Subramaniam, S; Zhang, X; Wolcott, MP; Catalytic hydrothermolysis techno-economic
analysis, v. 2.1. Washington State University (2022)

Awards
None.

Student Involvement

Several graduate students (Sudha Eswaran, Kelly Nguyen, Abid Hossain Tanzil, Anamaria Paiva, and Lina Martinez) and one
undergraduate student (Kitana Kaiphanliam) participated in the creation, editing, and updating of design cases for stand-
alone AJF technologies, relevant existing infrastructure, and lignin co-products.

Plans for Next Period
We will focus on the following areas and plan to submit three to five manuscripts on lignin co-product analyses and AJF
technology analyses. The following are the proposed manuscripts to be completed this project year:
1. Continue to support ICAO work through participation in the Committee on Aviation Environmental Protection’s Fuel
Task Group.
2. Lipid and Bio-processing Technologies: Process Intensification and Continuous Flow-Through Reaction (PICFTR),
Lipid-to-Hydrocarbon (LTH), Tyton, Decarboxylation, and Coprocessing.
3. The Opportunity for Lignin Co-Products to Improve the Economics of Sustainable Aviation Fuel Production.

References
National Renewable Energy Laboratory. (2018). Process Design and Economics for the Conversion of Lignocellulosic Biomass



to Hydrocarbon Fuels and Coproducts: 2018 Biochemical Design Case Update (Publication No. NREL/TP-5100-71949).
https://www.nrel.gov/docs/fy190sti/71949.pdf

Task 2 - Evaluate the Most Promising Biorefinery Concepts for AJF

Production
Washington State University

Objectives

Continuation from previous years

We have completed our evaluation of biorefinery scenarios for AJF production using corn ethanol, sugarcane, and pulp and
paper mills and petroleum refineries.

We will conduct detailed TEAs on the integration of lignin co-product technologies and the AT) pathway to determine the
potential for reducing fuel costs.

Research Approach

Background

In this task, we used the design cases for existing infrastructure, AJF production technology, and identified co-products to
generate new biorefinery concepts for petroleum refineries, pulp and paper mills, sugarcane mills, and corn ethanol mills.
The results from this effort will allow us to identify and select the most commercially feasible biorefinery concepts. Major
technical gaps or barriers to the commercialization of each biorefinery concept will also be determined from the results of
this study.

The integration of process technologies will be assessed with an approach similar to that for the stand-alone design cases.
The integration concepts will be developed by pairing stand-alone cases with these concepts to evaluate the economic and
environmental advantages of the integration approaches. Over this period, we have conducted detailed analyses of AT)
conversion and integration with pulp mill operations. We have also investigated the potential contribution of lignin co-
products to the overall process economy.

A dry-grind corn ethanol mill with a capacity of 80 million gallons of ethanol per year was studied to evaluate potential
biorefinery scenarios for AJF production. Similarly, we used a sugarcane mill with a sugarcane processing capacity of 12,444
million tons per day that produces raw sugar, molasses, surplus bagasse, and surplus electricity. The petroleum refinery
used as the base case processes 120,000 barrels per day of crude oil. Five AJF technologies were studied: Virent's
BioForming, ATJ, DSHC, fast pyrolysis, and GFT. A standardized methodology was adopted to compare the biorefinery
concepts for a dry-grind corn ethanol mill, sugarcane mill, and petroleum refinery in several integration scenarios with six
jet fuel production scenarios. For all cases, we estimated the minimum fuel selling price and greenhouse gas emissions.

A manuscript on the integration of ATJ technologies with pulp mill infrastructure was published. Three additional manuscripts
were published with results for corn ethanol mills, sugarcane mills, and petroleum refineries.

Use a p-graph to generate and rank biorefinery concepts utilizing a database of SAF’s technological pathways built from a
data base of unitary operations created by our team.

Major Accomplishments

Building on the ATJ pathway analyses, we have analyzed the integration of the ATJ process within the pulp, corn ethanol,
sugarcane, and petroleum refinery infrastructure. A manuscript entitled “Pulp Mill Integration with Alcohol-to-Jet Conversion
Technology” has been published in Fuel Processing Technology. Economic models and life cycle assessments have been
applied to select the most promising biorefinery concepts for corn ethanol, sugarcane, pulp and paper, and petroleum
refineries. A manuscript on corn ethanol was published in Biomass and Bioenergy. A manuscript on integration with
petroleum refineries was published in Frontiers in Energy Research, and a manuscript analyzing the integration of AJF with
sugarcane mills was published in Fuel.

A manuscript entitled “Synthesis and Techno-Economic Analysis of Pyrolysis-Oil-Based Biorefineries Using P-Graph” was
published in Energy and Fuels.



Publications

Peer-reviewed journal publications

Tanzil, A. H., Brandt, K., Zhang, X., Wolcott, M., Silva Lora, E. E., Stockle, C., & Garcia-Perez, M. (2022). Evaluation of bio
-refinery alternatives to produce sustainable aviation fuels in a sugarcane mill. Fuel, 321, 123992. doi:
10.1016/j.fuel.2022.123992

Tanzil, A. H., Brandt, K., Zhang, X., Wolcott, M., Stockle, C., & Garcia-Perez, M. (2021). Production of
sustainable aviation fuels in petroleum refineries: Evaluation of new bio-refinery concepts. Frontiers in Energy
Research, 9, 735661. doi: 10.3389/fenrg.2021.735661

Tanzil, A. H., Zhang, X., Wolcott, M., Brandt, K., Stéckle, C., Murthy, G., & Garcia-Perez, M. (2021). Evaluation of dry corn
ethanol bio-refinery concepts for the production of sustainable aviation fuel. Biomass and Bioenergy, 146, 105937.
doi: 10.1016/j.biombioce.2020.105937

Pinheiro Pires, A. P., Martinez-Valencia, L., Tanzil, A. H., Garcia-Perez, M., Garcia-Ojeda, J. C., Bertok, B., Heckl, 1., Argoti, A.,
& Friedler, F. (2021). Synthesis and techno-economic analysis of pyrolysis-oil-based biorefineries using p-
graph. Energy & Fuels, 35(16), 13159-13169. doi: 10.1021/acs.energyfuels.1c01299

Geleynse, S., Jiang, Z., Brandt, K., Garcia-Perez, M., Wolcott, M., & Zhang, X. (2020). Pulp mill integration with alcohol-to-jet
conversion technology. Fuel Processing Technology, 201, 106338. doi: 10.1016/j.fuproc.2020.106338

Outreach Efforts
None.

Awards
None.

Student Involvement

Graduate students (Senthil Subramaniam, Kelly Nguyen, Abid Hossain Tanzil, Lina Martinez Valencia, and Anamaria Paiva)
have received training in this project. An undergraduate student, Kitana Kaiphanliam, funded under a National Science
Foundation Research Experience for Undergraduates grant, assisted in building techno-economic models for co-product
production scenarios.

Senthil Subramaniam, who has been supported by this project, graduated with a PhD degree from WSU (December 2020).
Kelly Nguyen, who has been supported by this grant, graduated with a Master’s degree from WSU (May 2020).

Abid Hossain Tanzil submitted and defended a PhD dissertation during the fall 2020 semester.

Plans for Next Period
During the next period, Dr. Zhang’s team will focus on lignin manuscripts and corresponding TEAs. Dr. Garcia-Perez’s team
will work to generate new biorefinery systems using p-graphs.

Task 3 - Supplement and Maintain the Current Inventory of Biorefinery
Infrastructures that are Useful for AJF Production, as Identified in the

Conversion Design Cases
Washington State University

Objective
This task requires periodic evaluation of the databases to add new facilities or update the status of closed facilities in each
category to ensure that the geospatially specific assets are current.

Research Approach

The use of existing infrastructure assets is a key component of retrofit approaches for advances in this industry. To
differentiate between the relative values of various options, the specific assets must be valued with respect to their potential
use within a conversion pathway. Regional databases of industrial assets that might be utilized by a developing AJF industry




have been assessed on the national level. These baseline databases have been compiled from a variety of sources, including
industry associations, universities, and news outlets. These databases will be expanded, refined, and validated as the
conversion design cases indicate additional needs for regional analyses.

Milestones

National databases have been compiled, geolocated, validated, and shared for biodiesel, corn ethanol, energy pellet, pulp
and paper, and sugar mill production. We have evaluated the databases as necessary to add new facilities or change the
status of closed facilities in each category, to ensure that the geospatially specific assets are current.

The geospatial infrastructure data were converted for use in supply chain resiliency models. Tools were updated for
transportation cost modeling, which should lead to future improvements.

Major Accomplishments
National databases have been compiled, validated, and shared with the 01A teams. All metadata are available for use in
regional analyses.

Publications
None.

Outreach Efforts
None.

Awards
None.

Student Involvement
None.

Plans for Next Period
None.

Task 4 - Perform a Community Social Asset Assessment
Washington State University

Objective
The objective of this task is to update CAAM with available data and strategically apply it to additional U.S. regions.

Research Approach

Based on the Community Capitals Framework, we created the CAAM model, which provides quantitative indicators of four
social assets: social, cultural, human, and political capital. The CAAM provides quantitative proxy measures of qualitative
concepts for initial site-selection assessments. Variations of the model have been applied to the Pacific Northwest, Idaho,
Montana, Colorado, and Wyoming. Manuscripts on applications of the CAAM have been published in Community
Development, Politics and Life Sciences, Biomass & Bioenergy, and Frontiers in Energy Research. The CAAM model is being
updated with current data with plans to apply it to other regions and contexts.

Milestone
CAAM benchmark measures have been applied to the Bioenergy Alliance Network of the Rockies (BANR) region.

Major Accomplishments

The collaboration with the BANR social science team and application of the CAAM to Colorado and Wyoming have been
completed. These efforts resulted in a publication in Frontiers in Energy Research. Additionally, the CAAM team published a
manuscript in Frontiers in Energy Research that reviews social science applications in sustainable aviation research.




Publications

Peer-reviewed journal publications

Boglioli, M., Mueller, D. W., Strauss, S., Hoard, S., Beeton, T. A., & Budowle, R. (2022). Searching for culture in “cultural
capital”: The case for a mixed methods approach to production facility siting. Frontiers in Energy Research, 9,
772316. doi: 10.3389/fenrg.2021.772316

Anderson, B. J., Mueller, D. W., Hoard, S. A., Sanders, C. M., & Rijkhoff, S. A. M. (2022). Social science applications in
sustainable aviation biofuels research: Opportunities, challenges, and advancements. Frontiers in Energy
Research, 9, 771849. doi: 10.3389/fenrg.2021.771849

Outreach Efforts
None.

Awards
None.

Student Involvement
None.

Plans for Next Period
We will update the CAAM with the latest U.S. data.

Task 5 - Refine and Deploy Facility Siting Tools to Determine Regional

Demand and Potential Conversion Sites to be Used in Regional Analyses
Washington State University

Objective

This task’s objective is to develop tools for siting potential conversion facilities. Two primary tools are needed for this task:
a generalized tool to site initial locations that meet the needs of a specific conversion facility type and a second tool to select
optimal conversion facility sites from the initial set of locations.

Research Approach

We began developing a geospatial siting pre-selection (GSP) tool in early 2019. This tool is a Python-based script that
automates ArcGIS to produce points representing locations that suit the needs of a conversion facility. The GSP tool uses a
combination of buffer and cost datasets. Buffer datasets ensure that a candidate is sited in proximity to the necessary
infrastructure, such as roads, rails, and natural gas pipelines. Because the candidate set generated by using only buffers will
be very large, cost datasets have been added to distinguish candidates from each other. Cost datasets represent geospatially
variable costs including electricity, natural gas, and transportation. In early 2020, a graphic user interface was added to the
GSP tool to make it more user-friendly. An additional script was developed in 2022 to model the transportation cost inputs
for the GSP tool based on the local density of feedstock, the maximum feasible travel distance from the facility for feedstock
collection, and regional road characteristics. This script also includes a rudimentary user interface.

The Many Step Transshipment Solver (MASTRS) is another Python-based script that models large supply chains across
multiple levels by building and solving mixed-integer linear programming problems. The model starts with feedstock spread
across many locations and then models the distribution and conversion of feedstock into biofuels and other co-products
through multiple levels of intermediate facilities that may include temporary storage, pre-treatment, and fuel production,
before new products are sent to their destinations. Intermediate facilities may include existing facilities or new candidate
facilities that are generated by the GSP tool. The MASTRS output shows the flow of materials throughout the supply chain
and the most cost-efficient capacities and locations for new facilities.

The modeling combination of GSP and MASTRS scripts has been implemented for several regional supply chains. MASTRS
was first implemented with the Pacific Northwest oilseed-to-jet-fuel supply chain in 2018. Since 2019, GSP and MASTRS
scripts have been used together for two supply chain models for both the production of jet fuel from forest residuals and



lumber production byproducts in the Pacific Northwest. The first supply chain model uses single-stage conversion at
integrated biorefineries, and the second supply chain model is a multi-stage model with distributed pre-processing facilities.

Milestones
The GSP and MASTRS tools have undergone continual development to become more practical. Along with the expansion of
tool capabilities, substantial improvements have been made regarding tool accessibility for new potential users.

Major Accomplishments
None.

Publications
None.

Outreach Efforts
None.

Awards
None.

Student Involvement
None.

Plans for Next Period
We plan to begin the process for publishing manuscripts that define the GSP and MASTRS tools. We will continue
implementing the GSP and MASTRS tools in regional supply chain analyses and will complete the BANR supply chain analysis.

Task 6 - Perform a Refinery-to-Wing Stakeholder Assessment
Washington State University
The full report for this task is provided in the report for Award No. 13-C-AJFE-PSU-002.

Objective
We will extend the stakeholder assessment to a limited sample of informed stakeholders in the remaining sections of the
country to provide insight into market and industry dynamics, with the aim of optimizing successful outcomes.

Research Approach

A national survey of airport management, fixed base operators, aviation fuel handlers, and relevant airlines to assess
opinions on factors impacting the adoption and diffusion of AJF was completed in 2019. Unfortunately, low response rates
impacted data collection and analysis.

Milestones
None.

Major Accomplishments
None.

Publications
None.

Outreach Efforts
None.




Awards
None.

Student Involvement
None.

Plans for Next Period
We plan to complete an updated publication based on national results.

Task 7 - Conduct a Supply Chain Analysis

Washington State University, Volpe

Objective
WSU and Volpe have each developed modeling tools that apply transshipment optimization to model the geospatial layout
of developing supply chains. A comparison of these tools would be useful to identify the strengths and weaknesses of each.

The objective of Task 7 is to develop tools for supply chain risk and resilience assessment. To achieve this objective, WSU
has developed a theoretical framework that assesses the resilience of a supply chain system subjected to various risk factors.
In addition, by working closely with the Volpe Freight and Fuel Transportation Optimization Tool (FTOT) team, WSU has
developed FTOT supply chain resilience (FTOT-SCR) tools.

Research Approach

Focusing on the use of woody-biomass-to-jet-fuel conversion via fast pyrolysis and the upgrading of a supply chain centered
in the northern Rockies, a series of comparison studies was conducted by using optimization tools from Volpe and WSU.
Each modeling approach was required to determine sites for new pyrolysis depots and upgrading refineries. Forest
production data were provided by the land use and resource allocation (LURA) model from the University of Idaho. Pyrolysis
depot locations were selected by candidate generation tools included in each approach, and existing petroleum refineries
were used as candidates for upgrading refineries. Cities, ports, and airport hubs throughout the U.S. West Coast and Rocky
Mountain regions were used as markets for road transportation fuel, bunker fuel, and jet fuel.

Probabilistic Wildfire Risk Assessment

A new probabilistic framework was proposed to quantitatively assess wildfire risk to a supply chain network. This framework
provides rigorous probabilistic descriptions of wildfire ignition likelihood and growth, the interaction between supply chain
components and wildfire, consequent component damage, and network-level performance reduction. The framework has
been designed to systematically account for uncertainties throughout all phases of risk assessment. The framework first
develops a wildfire occurrence estimation model by combining historical fire records with weather data and estimates the
occurrence times and locations of fire ignitions through Monte Carlo simulation. The growths of all ignitions are then
simulated based on weather conditions, topography, and fuel properties. For each simulated fire, the component-level
physical damages and losses of functionalities are calculated based on vulnerability analyses and are subsequently
incorporated into supply chain analysis to capture risk propagation throughout the network. In this manner, wildfire-caused
supply chain disruptions can be quantified in terms of the post-wildfire unmet demand ratio, total supply chain cost, and
total transportation time. This framework can be used as a planning tool to evaluate network performance subject to a set
of what-if scenarios and assess the effect of pre- and post-wildfire risk mitigation measures.

Multi-Component Resilience Assessment

As part of this task, the team completed the development of a quantitative resilience assessment framework for a supply
chain system exposed to multiple risk factors consisting of two stages: multi-risk assessment and multi-component resilience
assessment. The first stage identifies the key risk factors that may affect supply chain performance over the planning horizon
and combines their effects by generating a set of plausible scenarios. In the second stage, a new multi-component resilience
index is proposed to measure (a) hazard-induced cumulative loss of functionality, (b) opportunity-induced cumulative gain
of functionality, and (c) non-hazard-induced cumulative loss of functionality. The proposed resilience index is divided into
these three measurable components to render each component more manageable and to facilitate decisions regarding the
effective combination of various resilience-enhancing strategies. Finally, a hypothetical forest-residuals-to-SAF supply chain
system in the Pacific Northwest region has been introduced to illustrate the proposed framework. This framework can provide



decision-makers with information on the key risk factors that should be mitigated to enhance supply chain resilience. Such
information can be further used to determine cost-effective resilience-enhancing solutions.

Milestones

The team completed the development of both theoretical and FTOT tools for supply chain risk and resilience assessment.
The FTOT-SCR tool is now available for use, and a manuscript detailing the theoretical procedure for this FTOT-SCR tool has
been submitted. A manuscript on probabilistic wildfire risk assessment for a supply chain network was published in
September 2022 in the International Journal of Disaster Risk Reduction.

Major Accomplishments
The WSU MASTRS and Volpe FTOT were compared for siting analyses in the BANR region. Similar and differing modeling
assumptions were identified, and the appropriate model for a given objective was determined.

The team completed the development of both theoretical and FTOT tools for supply chain risk and resilience assessment.

Theoretical framework: The team presented the theoretical framework and a corresponding case study at the ASCENT
meeting in February 2022 and submitted a manuscript on multi-component resilience assessment. A conference paper that
applied this theoretical framework to a transportation network was presented at the 13" International Conference on
Structural Safety and Reliability, Shanghai, China (Zhao et al., 2022a).

FTOT tool: The FTOT-SCR tool has been released and is now available on a GitHub fork of the main FTOT-Public repository.
Upon completion, the team presented this FTOT-SCR tool at the FTOT Users’ Group meeting in April 2022. In addition, the
team has utilized the FTOT-SCR tool in other studies and has published these findings (Zhao et al., 2022b)

The team completed the development of a probabilistic wildfire risk assessment framework for a supply chain network. A
manuscript and conference paper were published as part of this subtask (Ma et al., 2022; Ma and Lee, 2022).

We published a review on the selection and cost estimation of commercially available equipment involved in the collection
and adequation of feedstock. The publication includes aggregated information regarding equipment cost, energy
consumption, efficiency, feedstock storage, and transportation systems. Five feedstock types for producing AJF were studied:
(a) agricultural residues and grasses, (b) forest residues, (c) urban wood waste, (d) oilseeds, and (e) fats, oils, and greases.

Publications

Ma, F., Lee, J. Y., Camenzind, D., & Wolcott, M. (2022). Probabilistic Wildfire risk assessment methodology and evaluation
of a supply chain network. International Journal of Disaster Risk Reduction, 82, 103340. Doi:
10.1016/].ijdrr.2022.103340

Ma, F., Lee, J.Y. (2022). “Probabilistic wildfire risk assessment for a supply chain system.” Proceedings of the 13"
International Conference on Structural Safety and Reliability, Shanghai, China, September 2022.

Martinez-Valencia, L., Camenzind, D., Wigmosta, M., Garcia-Perez, M., & Wolcott, M. (2021). Biomass supply chain
equipment for renewable fuels production: A review. Biomass and Bioenergy, 148, 106054. Doi:
10.1016/j.biombioce.2021.106054

Zhao, J., Lee, J.Y. (2022a). “Multi-component resilience assessment framework for transportation systems.”

Proceedings of the 13" International Conference on Structural Safety and Reliability, Shanghai, China, September
2022.

Zhao, J., & Lee, J. Y. (2022). Effect of connected and autonomous vehicles on supply chain performance. Transportation
Research  Record: Journal of the  Transportation Research  Board, 036119812211154. Doi:
10.1177/03611981221115425

Outreach Efforts
None.

Awards
None.



Student Involvement
Dane Camenzind, MS in Environmental Engineering, WSU, graduated in September 2019 and is currently employed by WSU
as an operations research engineer.

Jie Zhao, PhD in Civil Engineering, WSU, graduated in August 2022 and is currently a postdoctoral scholar in the Department
of Civil and Environmental Engineering at WSU.

Fangjiao Ma, PhD candidate in Civil Engineering, WSU, successfully passed his preliminary examination.

Plans for Next Period
We will utilize regional supply chain tools to assess forest residuals for SAF using pyrolysis methods, as described below for
Task 8.

The team will complete the development of (a) a comprehensive machine-learning-assisted wildfire risk assessment tool for
a supply chain network and (b) a robust, adaptive decision-making framework for a supply chain system. The team also plans
to submit two manuscripts for publication.

Task 8 - Provide Analytical Support for Regional CAAFI and USDA Jet Fuel

Projects
Washington State University

Objectives
We will develop a readiness-level tool to assess the status of regional SAF production projects and will use supply chain and

stand-alone design cases to support the USDA BANR project in TEA and supply chain analysis. This regional Community
Agricultural Project (CAP) focuses on the use of softwood forest salvage feedstock for fuels via a catalyzed pyrolysis
conversion pathway.

We will assess the regional feedstock, conversion pathways and fuel minimum selling price (MSP) for SAF manufactured in
the northwest United States. The aim of this work, requested by the Port of Seattle, is to determine whether the Seattle-
Tacoma International Airport can attain its 10% SAF goal by using SAF manufactured in the region from regional feedstock.

Research Approach

We will develop readiness-level tools for regional projects to assess the status of developing fuel projects and to identify
critical missing components. This tool will be similar in form to the CAAFI Feedstock and Fuel Readiness Levels tool and will
be used to assist CAAFI in understanding the stage of development for projects of interest and to assess critical gaps. In
addition, we will assist the regional USDA BANR team in deploying TEA and supply chain analysis for their project. This effort
will focus on the use of softwood forest salvage feedstock in a thermochemical conversion process to produce fuels and co-
products.

The facility siting tools discussed in Task 5, i.e., GSP and MASTRS, have been implemented for the BANR supply chain and
Port of Seattle project. The most recent model runs included feedstock and markets in an 11-state region including the West
Coast and intermountain regions. Feedstocks include forest residue from logging operations, mill residues from lumber
production, and beetle-killed timber. The model results generated by MASTRS will help determine the relationships between
facility location, fuel MSP, and conversion facility revenue.

The Port of Seattle project required a detailed feedstock survey for forest residuals, municipal solid waste, and lipids. Forest
residuals were quantified with the LURA model for Oregon, Washington, Idaho, and Montana. Regional landfills were
identified and located, scales were determined, and the remaining lifetimes were assessed to determine the most viable
biorefinery location. The composition of municipal solid waste in the region was determined, as well as a method and the
related costs for sorting the material to match the SAF conversion pathway. Lipids were separated into two major categories:
(a) waste fats, oils, and greases and (b) vegetable oil. Each feedstock was quantified and then paired with a compatible SAF
conversion pathway to determine the SAF MSP by using ASCENT-developed TEAs.



A financial model that uses a system dynamics approach was conceptualized and developed. The model analyzes the effects
of policies on the financial performance of projects to produce SAF. This model can perform both deterministic and stochastic
analyses. A case study was developed based on the production of SAF from municipal solid waste in the United States and
the U.S. Northwest for regional deployment.

Milestones
We are making progress in the use of supply chain and stand-alone design cases to support the USDA BANR project in TEA
and supply chain analysis. Additionally, we have supported the BANR team in creating TEAs for the technologies under
consideration.

The Port of Seattle analysis and report have been completed, submitted, and presented.

A review entitled “Supply chain configuration of sustainable aviation fuel: review, challenges, and pathways for including
environmental and social benefits” was published in Renewable and Sustainable Energy Reviews. A companion manuscript
that analyzes the effect of policies that incentivize CO,e reductions on the financial performance of AJF projects was
submitted to the Journal of Cleaner Production.

Major Accomplishments

We have collaborated with the USDA BANR project team and attended their annual meeting to coordinate analyses. We
currently await their completion of dead wood estimates to complete the supply chain analysis. Moreover, analyses with
previous forest-residue data have been successfully modeled.

The Port of Seattle feedstock and SAF assessment was completed, presented to the Port of Seattle, and released to the
public.

Publications

Peer-reviewed journal publications

Martinez-Valencia, L., Garcia-Perez, M., & Wolcott, M. P. (2021). Supply chain configuration of sustainable aviation fuel:
Review, challenges, and pathways for including environmental and social benefits. Renewable and Sustainable
Energy Reviews, 152, 111680. doi: 10.1016/j.rser.2021.111680

Martinez-Valencia, L., Peterson, S. Brandt, K., King, A., Garcia-Perez, M., Wolcott, M. Impact of services on the supply chain
configuration of sustainable aviation fuel: The case of CO,. emission reduction in the U.S. (Submitted to Journal of
Cleaner Production)

Outreach Efforts
Martinez, L., Brandt, K., Camenzind, D., Wolcott, M. ASCENT Supply Chain Tools. SAF Summit & CAAFI Biennial General
Meeting. June 2, 2022.

Awards
None.

Student Involvement
Dane Camenzind, MS in Environmental Engineering, WSU, graduated in September 2019 and is currently employed by WSU
as an operations research engineer.

Lina Martinez, PhD candidate in Biosystems Engineering, WSU graduated in April of 2022 and now works for WSU as a
postdoctoral research associate.

Plans for Next Period
e Analysis of the BANR region is underway and will be completed in 2022.
e The Port of Seattle report will be adapted for peer-reviewed publication.
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Project Funding Level

Under FAA Award Number 13-C-AJFE-UH, Amendment 005, the Alternative Jet Fuel Supply Chain Analysis-Tropical
Region Analysis project received $75,000 in funding from the FAA and cost-share funding of $75,000 from the State of
Hawaii.

Under FAA Award Number 13-C-AJFE-UH, Amendment 007, the Alternative Jet Fuel Supply Chain Analysis-Tropical
Region Analysis project received $100,000 in funding from the FAA, cost-share funding of $75,000 from the State of
Hawaii, and $25,000 of in-kind cost match in the form of salary support for Scott Turn from UH.

Under FAA Award Number 13-C-AJFE-UH, Amendment 008, the Alternative Jet Fuel Supply Chain Analysis-Tropical
Region Analysis project received $125,000 in funding from the FAA and cost-share funding of $125,000 from the State of
Hawaii.

Under FAA Award Number 13-C-AJFE-UH, Amendment 011, the Alternative Jet Fuel Supply Chain Analysis-Tropical
Region Analysis project received $200,000 in funding from the FAA and cost-share funding of $200,000 from the State of
Hawaii.

Under FAA Award Number 13-C-AJFE-UH, Amendment 013, the Alternative Jet Fuel Supply Chain Analysis-Tropical
Region Analysis project received $200,000 in funding from the FAA and cost-share funding of $200,000 from the State of
Hawaii.

Under FAA Award Number 13-C-AJFE-UH, Amendment 017, the Alternative Jet Fuel Supply Chain Analysis-Tropical
Region Analysis project received $100,000 in funding from the FAA and cost-share funding of $100,000 from the State of
Hawaii.

Investigation Team
Lead
Scott Turn, University of Hawaii, P.I.

Other Lead Personnel

Tim Rials, Professor, and Burt English, Professor (University of Tennessee co-P.l.s)

Manuel Garcia-Perez, Professor (Washington State University [WSU] co-P.l.)

Kristin Lewis, Principal Technical Advisor (Volpe National Transportation Systems Center P.l.)
Michael Wolcott, Professor (WSU P.l.)

Lara Fowler, Professor (The Pennsylvania State University P.l.)

UH Investigation Team

Under FAA Award Number 13-C-AJFE-UH, Amendment 005, Task 1 and Task 2:

Dr. Scott Turn, Researcher, Hawaii Natural Energy Institute, UH

Dr. Trevor Morgan, Assistant Researcher, Hawaii Natural Energy Institute, UH

Dr. Richard Ogoshi, Assistant Researcher, Department of Tropical Plant and Soil Sciences, UH
Dr. Adel H. Youkhana, Junior Researcher, Department of Tropical Plant and Soil Sciences, UH

Under FAA Award Number 13-C-AJFE-UH, Amendment 007, Task 1 and Task 2:

Dr. Scott Turn, Researcher, Hawaii Natural Energy Institute, UH

Dr. Trevor Morgan, Assistant Researcher, Hawaii Natural Energy Institute, UH

Dr. Richard Ogoshi, Assistant Researcher, Department of Tropical Plant and Soil Sciences, UH
Dr. Adel H. Youkhana, Junior Researcher, Department of Tropical Plant and Soil Sciences, UH
Dr. Curtis Daehler, Professor, Department of Botany, UH



Ms. Sharon Chan, Junior Researcher, Hawaii Natural Energy Institute, UH
Mr. Gabriel Allen, Undergraduate Student, Biochemistry Department, UH

Under FAA Award Number 13-C-AJFE-UH, Amendment 008, Task 1 and Task 2:

Dr. Scott Turn, Researcher, Hawaii Natural Energy Institute, UH

Dr. Trevor Morgan, Assistant Researcher, Hawaii Natural Energy Institute, UH

Dr. Jinxia Fu, Assistant Researcher, Hawaii Natural Energy Institute, UH

Dr. Quang Vu Bach, Postdoctoral Fellow, Hawaii Natural Energy Institute, UH

Ms. Sabrina Summers, Undergraduate Student, Bioengineering Department, UH

Ms. Sarah Weber, Undergraduate Student, Molecular Biosciences and Biotechnology, UH
Mr. Taha Elwir, Undergraduate Student, Chemistry Department, UH

Under FAA Award Number 13-C-AJFE-UH, Amendment 011, Task 1:
Dr. Scott Turn, Researcher, Hawaii Natural Energy Institute, UH
Dr. Quang Vu Bach, Postdoctoral Fellow, Hawaii Natural Energy Institute, UH

Under FAA Award Number 13-C-AJFE-UH, Amendment 013, Task 1 and Task 2:
Dr. Scott Turn, Researcher, Hawaii Natural Energy Institute, UH
Ms. Sharon Chan, Junior Researcher, Hawaii Natural Energy Institute, UH

Under FAA Award Number 13-C-AJFE-UH, Amendment 017, Task 1:
Dr. Scott Turn, Researcher, Hawaii Natural Energy Institute, UH

Project Overview

Under FAA Award Number 13-C-AJFE-UH, Amendment 005, the research effort has two objectives. The first objective is to
develop information on regional supply chains for use in creating scenarios of future alternative jet fuel (AJF) production in
tropical regions. Outputs from this project may be used as inputs to regional supply chain analyses being developed by the
FAA and Volpe Center. The second objective is to identify the key barriers in regional supply chains that must be overcome
to produce substantial quantities of sustainable aviation fuel (SAF) in the Hawaiian Islands and similar tropical regions.

The FAA Award Number 13-C-AJFE-UH, Amendment 005 project goals are to
e Review and summarize:
o the available literature on biomass feedstocks for the tropics
o the available literature on pretreatment and conversion technologies for tropical biomass feedstocks
o the available literature on geographic information systems (GIS) datasets available for assessment of
AJF production systems in the tropics
e Identify AJF supply chain barriers in the Hawaiian Islands

Under FAA Award Number 13-C-AJFE-UH, Amendment 007, the research effort has two objectives. The first objective is to
develop information on regional supply chains for use in creating scenarios of future SAF production in tropical regions.
Outputs from this project may be used as inputs to regional supply chain analyses being developed by the FAA and Volpe
Center. This objective includes the development of fundamental property data for tropical biomass resources to support
supply chain analysis. The second objective is to support the memorandum of understanding between the FAA and the
Indonesian Directorate General of Civil Aviation (DGCA) to promote the development and use of sustainable alternative
aviation fuels.

The FAA Award Number 13-C-AJFE-UH, Amendment 007 project goals are to

e Support the Volpe Center and Commercial Aviation Alternative Fuels Initiative (CAAFI) Farm to Fly 2.0
supply chain analysis

e Use GIS-based estimates of fiber crop production potential to develop preliminary technical production
estimates of jet fuel in Hawaii

e Develop fundamental property data for tropical biomass resources

e Transmit data and analysis results to other ASCENT Project 1 researchers to support the improvement of
existing tools and best practices

e Support Indonesian SAF supply initiatives



Under FAA Award Number 13-C-AJFE-UH, Amendment 008, the research effort has two objectives. The first objective is to
support a national lipid supply availability analysis that will inform industry development and guide policy. The second
objective is to conduct a targeted supply chain analysis for a SAF production facility based on the Hawaii regional project.
The FAA Award Number 13-C-AJFE-UH, Amendment 008 project goals are to
e Support ASCENT partners conducting the national lipid supply availability analysis by contributing
information on tropical oilseed availability
e Evaluate supply chains for targeted waste streams and purpose-grown crops in Hawaii to a location in the
principal industrial park on the island of Oahu

Under FAA Award Number 13-C-AJFE-UH, Amendment 011, the main objective of the research effort is to conduct bench-
scale testing of tropical feedstocks for use in targeted supply chain analysis for a SAF production facility based on the Hawaii
regional project initiated under Amendment 008.

The FAA Award Number 13-C-AJFE-UH, Amendment 011 project goals are to
e Survey bench-scale systems available for relevant SAF conversion technology options
e Down-select from the available bench-scale systems to no more than two systems capable of conducting
feedstock testing, and quantify product yields and contaminant concentrations
e Conduct bench-scale feedstock tests; quantify product yields, quality, and contaminant concentrations

The FAA Award Number 13-C-AJFE-UH, Amendment 013 project goals are to
e Conduct tropical oil to SAF supply chain analysis
e Develop management strategies for elements present in construction and demolition waste that affect use
in thermochemical-conversion-based SAF production pathways

The FAA Award Number 13-C-AJFE-UH, Amendment 017 project goals are to
e Explore the impacts of HB2386 on waste management in Hawaii and potential for waste-based SAF
production systems

Task 1.1 - Informing Regional Supply Chains

University of Hawaii

Objectives

This task included two activities: (a) reviewing the archival literature on existing tropical crops and potential new crops that
could provide feedstocks for SAF production and (b) reviewing relevant pretreatment and conversion technology options,
and experience with feedstocks identified in (a).

Research Approach

Activity 1

The archival literature was reviewed to construct an updated database of relevant citations for tropical crops; new potential
energy crops were identified and added to the database. Available information on agronomic practices, crop rotation, and
harvesting techniques was included. The database was shared to serve as a resource for the ASCENT Project 1 team and
Volpe Center analyses of regional supply chains.

Activity 2

A database of relevant pretreatment and conversion technology options, and experience with potential tropical feedstock
materials, was assembled from the archival literature and from existing Project 1 team shared resources. Of particular
interest were inventories of material and energy flows associated with the pretreatment and conversion unit operations
fundamental to the design of sustainable systems and the underlying analysis. Pairings of pretreatment and conversion
technology options provided the starting point for the evaluation of tropical biorefineries that can be integrated into ASCENT
Project 1 team and Volpe Center activities.

Milestones
Activity 1
e Identified a target list of databases to search for relevant literature



e Provided an interim report summarizing progress in the literature search

Activity 2
e Identified a target list of databases to search for relevant literature
e Provided an interim report summarizing progress in the literature search

Major Accomplishments
This work has been completed. A report was produced for each of the two activities, and the two reports were combined
into a manuscript published in the journal Energy & Fuels.

Publications

Peer-reviewed journal publication

Morgan, T. J., Youkhana, A., Ogoshi, R., Turn, S. Q., & Garcia-Perez, M. (2019). Review of biomass resources and
conversion technologies for alternative jet fuel production in Hawai’i and tropical regions. Energy & Fuels, 33(4),
2699-2762. doi: 10.1021/acs.energyfuels.8b03001

Outreach Efforts
On February 21, 2018, the P.l. participated in a ThinkTech Hawaii broadcast focused on SAFs, with collaborators from WSU
and CAAFI (https://www.youtube.com/watch?v=Ci4oWITPRKQ&feature=youtu.be).

Awards
None.

Student Involvement
None.

Plans for Next Period
None.

Task 1.2 - Identification of Supply Chain Barriers in the Hawaiian Islands
University of Hawaii

Objective
The objective of this task was to identify the key barriers in regional supply chains that must be overcome to produce
substantial quantities of SAF in the Hawaiian Islands and similar tropical regions.

Research Approach

UH developed the Hawaii Bioenergy Master Plan for the State of Hawaii
(http://www.hnei.hawaii.edu/wp-content/uploads/Hawaii-Bioenergy-Master-Plan.pdf), which was completed in 2009. In that
plan, UH was tasked with determining whether Hawaii had the capability to produce 20% of land transportation fuels and
20% of electricity from bio-based resources. To this end, the plan included assessments of (a) land and water resources that
could support biomass feedstock production, (b) potential biomass resources and their availability, (c) technology
requirements, (d) infrastructure requirements to support logistics, (e) economic impacts, (f) environmental impacts, (g)
availability of human capital, (h) permitting requirements, and (i) limitations to developing complete value chains for biomass-
based energy systems. In keeping with the stakeholder-driven development of the Hawaii Bioenergy Master Plan, barriers to
the development of regional supply chains for ASCENT were identified through interaction with key stakeholder groups.
Green Initiative for Fuels Transition Pacific (GIFTPAC) meetings are held quarterly and attended by biofuel development
interests in Hawaii, including representatives of large landowners, producers of first-generation biofuels, petroleum refiners,
electric utilities, the State Energy Office, U.S. Pacific Command, biofuel entrepreneurs, county government officials, and UH.
Additional stakeholders are invited as necessary to fill information and value chain gaps. These meetings serve as excellent
opportunities to receive stakeholder input, identify barriers to supply chain development, and organize data collection efforts
that span supply chain participants.




Milestones
e Introduced activities at the next regularly scheduled GIFTPAC meeting after contract execution
e Prepared an interim report outlining two tropical supply chain scenarios developed in consultation with the Project
1 team, with input from GIFTPAC participants

Major Accomplishments
This task has been completed. A stakeholder meeting was held and documented in a report submitted to the FAA. The
stakeholders identified barriers to SAF production in Hawaii and ranked the barriers in order of importance as follows:
e Economic constraints (e.g., high costs of entry for production factors such as land) throughout the entire
production chain
e Issues associated with access to capital, including high initial risks and uncertain return on investment
Insufficient government support in the form of incentives and favorable policies to encourage long-term
private investment
e Cost, availability, and competition for water
SAF production technologies (emerging but not yet demonstrated to have full commercial viability)
Insufficient or inadequate infrastructure (e.g., harbors, roads, fuel distribution infrastructure, irrigation
systems) to support the entire production chain

Several of the barriers are also faced by other locations in the continental United States; however, those related to water and
infrastructure are unique characteristics of an island state.

Publications
None.

Outreach Efforts

This activity engaged stakeholders to identify barriers to SAF production in Hawaii. Preparation included reviewing
stakeholder lists from previous activities. Facilitators appropriate to the stakeholder group were retained. The stakeholder
meeting included a presentation of the scope and goals of the larger ASCENT program and other aspects of the UH ASCENT
project.

Awards
None.

Student Involvement
None.

Plans for Next Period
This task is complete, but stakeholder outreach activities will continue under other tasks, as outlined below.

References
hnei.hawaii.edu

Task 2.1 - Informing Regional Supply Chains

University of Hawaii

Objectives
Building on FY16 activities, additional supporting analysis will be conducted for proposed supply chains in Hawaii,
including the following:

3.1
Support Volpe Center and CAAFI Farm to Fly 2.0 supply chain analysis.



3.2

Use GIS-based estimates of fiber crop production potential to develop preliminary technical production estimates of jet fuel
in Hawaii.
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Develop fundamental property data for tropical biomass resources.

3.4
Transmit data and analysis results to support the improvement of existing tools (e.g., POLYSYS;
https://bioenergykdf.net/content/polysys).

Research Approach

Activity 3.2 has been conducted by using GIS data to identify areas suitable for purpose-grown crop production of feedstocks
for SAF production in Hawaii. The approach has used GIS layers for land capability class (LCC), slope, and zoning as
preliminary screens for suitability. Lands are classified by the Natural Resources Conservation Service with ratings from 1 to
6. LCCs from 1 to 3 are generally suitable for agricultural production; an LCC of 4 can be productive with proper management;
and LCCs of 5 or 6 can support less intensive production and may be suitable for forestry. The slopes of terrains affect
aspects of production, including mechanization and erodibility. An elevation GIS layer was used to derive a slope layer.
Zoning layers were acquired from state and county GIS offices. Only agricultural zoning was deemed suitable for this analysis.

The EcoCrop model was used to develop yield models for the crops selected in Task 1, according to annual rainfall and mean
minimum monthly temperature data. EcoCrop includes model parameters on sugarcane, bana grass, five species of
eucalyptus, Gliricidia, Leucaena, pongamia, Jatropha, and sorghum. The parameters for sugarcane have been used to provide
a base case assessment for comparison with historical sugarcane acreage and yield. Through sensitivity analysis, the model
can be tuned to account for the differences between parameters developed from global sugar production and a century of
production experience in Hawaii that has been refined through plant breeding to adapt sugarcane varieties to a wide variety
of agro-ecosystems. The analysis has purposely avoided land-use conflict with food production by limiting suitability to areas
capable of sustaining AJF feedstocks under rain-fed conditions. Areas suitable for SAF production that do not conflict with
current agricultural land use (i.e., fallow land) have also been identified.

Pongamia (Millettia pinnata) was the initial focus of Activity 3.3. Pongamia is an oilseed-bearing, leguminous tree that has
production potential in Hawaii and Florida. The tree produces pods containing oil-bearing seeds. Pods, oilseed cake, and oil
were evaluated from trees growing on the island of Oahu. Fundamental measurements of chemical composition were
conducted and reported. Torrefaction of pods as a coproduct in oil production has been conducted. Investigation of
pretreatment methods to improve pod feedstock properties for thermochemical conversion applications has been completed.

Milestones
e Identified target opportunities to augment POLYSYS, the Alternative Fuel Transportation Optimization Tool (AFTOT,;
https://trid.trb.org/view/1376122), and conversion modules
Reviewed previously developed GIS information layers for tropical fiber crops, and identify updating requirements
Conducted preliminary estimates of SAF technical potential in Hawaii, according to previously developed GIS
information layers

Major Accomplishments

The GIS-based analysis of SAF production potential is ongoing. The assessment of potential lands meeting the requirements
for LCC, slope, and land-use zoning has been completed. The EcoCrop model was implemented to predict yield as a function
of minimum mean monthly temperature and annual rainfall. This process identified potential SAF feedstock crops for land
areas capable of supporting their production under both rain-fed and irrigated conditions. This analysis provided information
necessary for determining cropping patterns and assessing transport costs to processing facility locations. The EcoCrop
model’s prediction of sugarcane potential was determined, and the results were compared with historical sugarcane acreage,
both rain-fed and irrigated. EcoCrop’s upper and lower values for temperature and rainfall that support optimal sugarcane
production were varied to calibrate the prediction against historical acreage. The difference between the EcoCrop values and
those representative of conditions in Hawaii is attributable to improvements due to plant breeding and unique combinations
of environmental conditions, e.g., the relatively young volcanic soils present in high-rainfall areas on the island of Hawaii
that enable high drainage rates and accommodate sugar production.




Calibration of the EcoCrop model by using historical sugarcane planted acreages was completed in 2018. This effort used a
confusion matrix approach for validation (resulting in a kappa value >.4) and demonstrated that the mean annual
temperature was a better indicator of environmental capability than the minimum mean monthly temperature recommended
by the EcoCrop developers. This effort highlights the need to adapt models to local conditions. Model predictions for suitable
cropping are being compared with current land uses to provide another indicator of agreement.

The GIS analysis of SAF feedstock production potential has been completed. Statewide working maps for each of the species
have been summarized in a draft report currently undergoing internal review. This report will serve as the basis for a journal
article publication.

Dr. Curtis Daehler (UH, Department of Botany) has completed a report assessing the invasiveness of Pongamia. Retrospective
analyses have shown that predictive weed risk assessment systems correctly identify many major pest plants, but their
predictions are not 100% accurate. The purpose of this study was to collect field observations of Pongamia planted around
Oahu to identify direct evidence of Pongamia escaping from plantings and becoming an invasive weed. Seven field sites were
visited in various environments across Oahu. Although some Pongamia seedlings were found in the vicinity of some
Pongamia plantings, particularly in wetter, partly shaded environments, almost all observed seedlings were restricted to
areas directly beneath the canopies of mother trees. This finding suggests a lack of effective seed dispersal away from
Pongamia plantings. According to its current behavior in the field, Pongamia is not invasive or established outside of
cultivation on Oahu. Because of its limited seed dispersal and low rates of seedling establishment beyond the canopy, the
risk of Pongamia becoming invasive can be mitigated through monitoring and targeted control of any rare escapes in the
vicinity of plantings. Because seeds and seed pods are water dispersed, future risks of Pongamia escape and unwanted
spread could be minimized by avoiding planting at sites near flowing water, near areas exposed to tides, or on or near steep
slopes. Vegetative spread by root suckers was not observed around plantings on Oahu; however, monitoring for vegetative
spread around plantations is recommended; unwanted vegetative spread might become a concern in the future that could
be addressed with localized mechanical or chemical control.

Pods, oilseed cake, and oil have been evaluated from a number of trees growing on the island of Oahu. TerViva, a company
pursuing Pongamia commercialization, provided material from orchards on Oahu. Fundamental measurements of chemical
composition were made for seeds, pods, extracted oil, and post-extraction seed material. Measured values included C, H, N,
and S elemental composition; energy content; volatile matter, fixed carbon and ash content; and trace element composition.
Oils were characterized for peroxide value, iodine value, fatty acid profile, free fatty acid content, flash point, density,
viscosity, and phase transition temperatures. The chemical composition and fuel properties of the oilseed cake and the pod
material were characterized. A manuscript summarizing the results of this effort has been published in the journal ACS
Omega.

Coproduct evaluation of Pongamia pod feedstock for thermochemical conversion has been conducted. Evaluation included
both untreated pods and pods pretreated by a torrefaction process to improve their properties. Torrefaction produces a
material with improved grindability and storage stability, and diminished oxygen content and microbial availability. The
effects of process conditions on feedstock properties relevant to thermochemical conversion technologies, proximate and
ultimate composition, heating value, and Hardgrove grindability index were measured. The chemical structure, reactivity,
and changes in elemental composition of the torrefied materials were also investigated. A manuscript summarizing the
results of this effort has been published in the journal Fuel.

Pongamia seedpods are recognized as a potential feedstock for SAF production because of the relatively high oil content of
the seeds. Pongamia pods are byproduct residues available after seed separation. Pods have high chlorine and potassium
content that may be problematic in thermochemical energy conversion systems. Leaching experiments were performed to
remove inorganic constituents of pods and thereby decrease the potential for fouling, slagging, and agglomeration. A
manuscript summarizing the results of this effort has been published in the journal Fuel.

Aleurites moluccanus, commonly known as kukui and candlenut, is an oil-nut-bearing tree frequently found in the tropics. It
is also the state tree of Hawaii. Nuts from a number of trees growing on the island of Oahu were collected, and the nut shell,
oilseed cake, and oil components were fractionated and analyzed for common properties necessary for designing SAF
production systems. A manuscript has been submitted to the journal Biomass & Bioenergy. Revisions are in process.



Publications

Peer-reviewed journal publications

Fu, J., Allen, G., Weber, S., Turn, S. Q., & Kusch, W. (2021). Water leaching for improving fuel properties of pongamia pod:
Informing process design. Fuel, 305, 121480. doi:10.1016/j.fuel.2021.121480

Fu, J., Summers, S., Turn, S. Q., & Kusch, W. (2021). Upgraded pongamia pod via torrefaction for the production of
bioenergy. Fuel, 291, 120260. doi:10.1016/j.fuel.2021.120260

Fu, J., Summers, S., Morgan, T. J., Turn, S. Q., & Kusch, W. (2021). Fuel properties of pongamia (Milletia pinnata) seeds and
pods grown in Hawaii. ACS Omega, 6, 9222-9233. doi:10.1021/acsomega.1c00635

Written report
Chan, S., Ogoshi, R. & Turn, S. Feedstocks for sustainable jet fuel production: An assessment of land suitability in Hawaii. A
draft report has been prepared and a draft manuscript is under preparation for publication.

Outreach Efforts
Outreach in this task has focused on interactions with TerViva, a startup company that has identified Pongamia germplasm
production and marketing as the central focus of its business plan.

Chan, S., Ogoshi, R. & Turn, S. (2020, July 6-9). Feedstocks for Sustainable Jet Fuel Production: An Assessment of Land
Suitability in Hawaii [Poster presentation]. European Biomass Conference and Exhibition. Virtual.

Fu, J., Summers, S. & Turn, S. “Upgraded Millettia Pinnata Pod via Torrefaction for the Production of Bioenergy in Hawaii”
was presented orally at the 2020 Thermal & Catalytic Sciences Virtual Symposium.

Turn, S. (2019, December 3). Regional Supply Chain Analysis for Alternative Jet Fuel Production in the Tropics [Poster
presentation]. Hawaii Aviation and Climate Action Summit, Honolulu, HI, United States.

Fu, J., Allen, G., Weber, S., Turn, S. Q., & Kusch, W. (2021, August 22-26). Water Leaching for Improving Fuel Properties of
Pongamia Pods [Oral and virtual presentation]. 2021 Fall National Meeting of the American Chemical Society,
Atlanta, GA, United States.

Fu, J., Summers, S. & Turn, S. “Upgraded Millettia Pinnata Pod via Torrefaction for the Production of Bioenergy in Hawaii”
was presented virtually and orally at the 2021 Spring National Meeting of the American Chemical Society, April 5-
16, 2021.

Fu, J., Weber, S. & Turn, S. “Comprehensive Characterization of Kukui Nuts for Bioenergy Production in Hawaii” was
presented orally at the 2022 Fall American Chemical Society National Meeting & Exposition, Chicago, IL, August
21-25, 2022

Awards
The poster titled “Feedstocks for Sustainable Jet Fuel Production: An Assessment of Land Suitability in Hawaii,” presented at
the European Biomass Conference and Exhibition held virtually July 6-9, 2020, received the Best Visual Presentation Award.

Student Involvement

Three undergraduate students are involved in the project; their primary responsibility is processing and analyzing samples
of biomass materials selected for evaluation as potential SAF feedstocks. The Pongamia torrefaction work was the focus of
an Undergraduate Research Opportunity Program project for Sabrina Summers, a bioengineering and chemistry double
major. The results of her work were presented at the fall 2019 American Chemical Society meeting in San Diego, California.
The Pongamia pod leaching work was the focus of an Undergraduate Research Opportunity Program project for Gabriel Allen,
a biochemistry major.

Plans for Next Period
The report summarizing the analysis of the GIS analysis of SAF feedstock production potential and a companion
manuscript will be completed.

Statewide working maps for each of the feedstock species will be used as the basis for ongoing discussions with targeted
stakeholder groups, including landowners and Natural Resources Conservation Service staff. Funding for planting and
evaluating the more promising feedstock plants on UH experimental station land will be pursued in collaboration with
stakeholders (e.g., TerViva).



Task 2.2 - Support of Indonesian Alternative Jet Fuel Supply Initiatives

University of Hawaii

Objectives

This task supports the memorandum of understanding between the FAA and the Indonesian DGCA to promote the
development and use of sustainable alternative aviation fuels. Under the coordination of the FAA, efforts to establish points
of contact and coordinate with Indonesian counterparts are ongoing.

Research Approach

The process will begin with working with the FAA to establish points of contact to coordinate efforts with Indonesian
counterparts. The Indonesian Aviation Biofuels and Renewable Energy Task Force (ABRETF) members include Universitas
Indonesia, Institut Teknologi Bandung, and Universitas Padjadjaran. A prioritized list of tasks will be developed in
consultation with Indonesian counterparts, and data required to inform sustainability and supply analyses and potential
sources of information will be identified. The information collected may include Indonesian jet fuel use and resources for
SAF production, airport locations, and annual and monthly jet fuel consumption patterns. Characterization of sustainable
biomass resources with potential for use in producing SAF supplies could include developing preliminary GIS mapping
information of their locations and distributions, and preliminary estimates of their technical potential.

Milestones
e Identify points of contact at Indonesian universities participating in ABRETF
e Identify research needs and develop a project plan
e Develop data for potential projects

Major Accomplishments
The P.1. traveled to Jakarta in the first week of August 2017 and met with the following individuals:

e Cesar Velarde Catolfi-Salvoni (International Civil Aviation Organization)

e Dr. Wendy Aritenang (International Civil Aviation Organization)

e Dr. Ridwan Rachmat (Head of Research Collaboration, Indonesian Agency for Agricultural Research and
Development)
Sylvia Ayu Bethari (Head of Aviation Fuel Physical & Chemical Laboratory, Research and Development Centre for Qil
and Gas Technology)
Dr. Ina Winarni (Forest Product Research and Development Center, Ministry of Environment and Forestry)

Dr. SD Sumbogo Murti (Center of Technology Energy Resources and Chemical Industry, Agency for the Assessment
and Application of Technology)

The activities of the tropical supply chain analysis effort were presented to the group, and a general discussion followed.
The conclusion from this introductory meeting was that the Indonesian counterparts would seek agreement on how to move
forward with future cooperation.

The P.1. traveled to Jakarta and met with Dr. Wendy Aritenang of the International Civil Aviation Organization’s Jakarta office.
The same trip included meetings with renewable energy Researchers at Universitas Indonesia. After the meeting, Dr.
Aritenang suggested several points of contact for future engagement: Frisda Panjaitan from the Palm Oil Research Institute,
and Tatang Soerawidjaja, Tirto Prakoso Brodjonegoro, and Imam Reksowardojo from the Bandung Institute of Technology.

In October of 2022, the P.l. traveled to Jakarta and met with Dr. Wendy Aritenang in Jakarta. The following day, the P.l. and
Dr. Aritenang traveled to Bandung to visit the Bandung Institute of Technology (ITB) and meet with faculty members Professor
Adiwan Aritenang (Head Department of Regional Planning) and Professors Tatang Soerawidjaja, Tirto Prakoso Brodjonegoro,
and Iman Reksowardojo from the Faculty of Industrial Technology. Ongoing UH ASCENT activities were presented, and the
ITB researchers discussed their SAF-related research efforts.

Publications
None.



Outreach Efforts

Outreach efforts by the P.l. are described in the Major Accomplishments section above. In addition, the P.l. participated in
the Asia Pacific Economic Cooperation event “Energy Transition toward Carbon Neutrality, APEC BCG Economy Thailand 2022:
Tech to Biz” in Bangkok, and gave a presentation entitled “US Initiatives on Sustainable Aviation Fuel.”

Awards
None.

Student Involvement
None.

Plans for Next Period

The P.1. will continue to develop the cooperative research agenda between UH and Indonesian universities through continued
dialog with the FAA, the International Civil Aviation Organization, and the Indonesian DGCA. Travel to Southeast Asia for
other projects is anticipated in 2023, and meetings and relationship building with researchers at Indonesian institutions will
be continued. ITB faculty members have expressed interest in pursuing collaborative work. Planning for a regional workshop
on SAF is in progress.

Task 3.1 - National Lipid Supply Availability Analysis

University of Hawaii

Objective
Activities under this task will support ASCENT partners working on a national lipid supply availability analysis by sharing
data on tropical oilseed availability developed under previous years’ activities.

Research Approach
This support will include estimates of Pongamia production capability in the state, in addition to assessments of waste
cooking oil and tallow.

Milestones
Milestones will coincide with the schedule of the lead institution (WSU) for the national lipid supply analysis.

Major Accomplishments

Additional seeds and pods were collected from the Pongamia tree on the UH campus, Foster Botanical Garden, and Ke‘ehi
Lagoon Beach Park. Large quantities (tens of kilograms) of material were acquired from TerViva's plantings on Oahu’s north
shore for use in oil evaluation. Two oilseed presses were acquired, and safety documents were developed. Pods, oilseed
cake, and oil were evaluated from a number of trees growing on the island of Oahu. Fundamental measurements of chemical
composition were made for seeds, pods, extracted oil, and post-extraction seed material. Measured values included C, H, N,
and S elemental composition; energy content; volatile matter, fixed carbon and ash content; and trace element composition.
Oils were characterized for peroxide value, iodine value, fatty acid profile, free fatty acid content, flash point, density,
viscosity, and phase transition temperatures. Development of coproducts from the pods and oilseed cake will be explored.

Areas in Hawaii with agricultural zoning suitable for rain-fed production of Pongamia have been identified. Conflicts with
current agricultural land use have been identified.

Waste oil resources in Hawaii are estimated to be on the order of 2-3 million gallons per year, according to the de facto
population, and are directed to biodiesel production.

Publications
Fu, J., Summers, S., Morgan, T. J., Turn, S. Q., & Kusch, W. (2021). Fuel properties of pongamia (Milletia pinnata) seeds and
pods grown in Hawaii. ACS Omega, 6(13), 9222-9233. doi:10.1021/acsomega.1c00635



Outreach Efforts
Data were presented at the April 2019 ASCENT review meeting in Atlanta, Georgia.

Awards
None.

Student Involvement
Three undergraduate students—Sabrina Summers, Sarah Weber, and Taha Elwir—are involved in the project. Their primary
responsibility is processing and analyzing samples of biomass materials selected for evaluation as potential SAF feedstocks.

Plans for Next Period
Characteristics and suitable production areas for additional oilseed crops in Hawaii will be assessed as needed. Information
will be provided to the lead institution (WSU).

Task 3.2 - Hawaii Regional Project
University of Hawaii

Objectives

A supply chain based on fiber feedstocks transported to a conversion facility located at Campbell Industrial Park (CIP) on
Oahu will be evaluated (Figure 1). CIP is the current site of two oil refineries. Construction and demolition (C&D) wood waste
from the PVT Land Company’s landfill could be the primary source of feedstock. Other sources will be evaluated from
elsewhere on Oahu and from outer islands, including municipal solid waste streams from outer islands and mining of current
stocks of waste-in-place. Waste streams and purpose-grown crops form the basis of a hub-and-spoke supply system, with
the hub located on Oahu. Pipelines for jet fuel transport are in place from CIP to Daniel K. Inouye International Airport and
the adjacent Joint Base Pearl Harbor/Hickam. Other coproduct offtakers for alternative diesel fuel include the Hawaiian
Electric Company and several military bases, including Schofield Barracks (~50-MW alternative fuel-capable power plant under
development) and Kaneohe Marine Corps Base. Hawaii Gas (a local gas utility) is also seeking alternative sources of methane
if methane or feedstock suitable for methane production is available as a coproduct. Hawaii Gas currently offtakes feedstock
(naphtha) from the refinery.



Figure 1. Possible locations of value chain participants for a fiber-based alternative jet fuel production facility located at
Campbell Industrial Park, Oahu.

Research Approach
Task 3.2.G1. Analysis of feedstock-conversion-pathway efficiency, product slate (including coproducts), and
maturation
Building on activities from previous years, additional supporting analysis will be conducted for proposed supply chains in
Hawaii, as follows:
3.2.G1.1 Assess feedstock suitability for conversion processes (e.g., characterization, conversion efficiencies, and
contaminants) [UH and WSU (Manuel Garcia-Perez)]
3.2.G1.2 Acquire data on feedstock size reduction, particle size of materials, and bulk densities [UH, WSU (Manuel
Garcia-Perez)]
3.2.G1.3 Evaluate coproducts at every step of the supply chain [ASCENT Project 1 team]

Task 3.2.G2. Scoping of techno-economic analysis (TEA) issues
This task will determine the current TEA status of targeted SAF production technologies that use fiber feedstocks as
production inputs [UH, WSU (Manuel Garcia-Perez), Purdue University (Wally Tyner)]



Task 3.2.G3. Screening-level greenhouse gas (GHG) life-cycle assessment (LCA)
This task will conduct screening-level GHG LCA on the proposed target supply chains and SAF conversion technologies.

Subtasks:
3.2.G3.1 Assess Massachusetts Institute of Technology (MIT) waste-based GHG LCA tools in the context of application
to Hawaii [MIT (Mark Staples)]
3.2.G3.2 Assess requirements to link previously completed eucalyptus energy and GHG analysis to the edge of the
plantation with available GHG LCA information for conversion technology options [MIT (Mark Staples), UH]
3.2.G3.3 Identify and fill information/data gaps

Task 3.2.G4. Identification of supply chain participants/partners
Subtasks:
3.2.G4.1 Define C&D landfill case
3.2.G4.2 Identify eucalyptus in existing plantations, landowners, leaseholders/feedstock producers, harvesting
contractors, truckers, etc. [UH]
3.2.G4.3 Define other feedstock systems as identified [ASCENT Project 01 Team]

Task 3.2.G5. Develop an appropriate stakeholder engagement plan
Subtasks:
3.2.G5.1 Review stakeholder engagement methods and plans from past work to establish baseline methods [UH, WSU
(Season Hoard)]
3.2.G5.2 Identify and update engagement strategies according to the updated Community Social Asset Modeling
(CSAM)/Outreach support tool [UH, WSU (Season Hoard)]

Task 3.2.G6. Identify and engage stakeholders

Subtasks:
3.2.G6.1 Identify stakeholders along the value chain, and create a database based on value chain location [UH]
3.2.G6.2 Conduct a stakeholder meeting by using the instruments developed in Task 3.2.G5 [UH, WSU (Season Hoard)]
3.2.G6.3 Analyze stakeholder response and feedback to the process [UH, WSU (Season Hoard)]

Task 3.2.G7. Acquire transportation-network and other regional data needed for the Freight and Fuel Transportation
Optimization Tool (FTOT) and other modeling efforts
Subtasks:
3.2.G7.1 Acquire necessary data to evaluate harbor capacities and current usage [UH, Volpe (Kristin Lewis), WSU
(Michael Wolcott)]
3.2.G7.2 Acquire data on interisland transport practices [UH, Volpe (Kristin Lewis), WSU (Michael Wolcott)]

Task 3.2.G8. Evaluate infrastructure availability
Subtasks:
3.2.G8.1 Evaluate interisland shipping options and applicable regulation [UH, Volpe (Kristin Lewis), WSU (Michael
Wolcott)]
3.2.G8.2 Evaluate transport or conveyance options from conversion location to end users, and applicable regulation.
[UH, Volpe (Kristin Lewis), WSU (Michael Wolcott)]

Task 3.2.G9. Evaluate feedstock availability
Subtasks:
3.2.G9.1 Refine/ground truth prior evaluations of options for purpose-grown feedstock supply [UH]
3.2.G9.2 Conduct projections of future C&D waste supply and mining of waste-in-place on Oahu, municipal solid
waste, and mining of waste-in-place on other islands [UH]

Task 3.2.G10. Develop a regional proposal
This task will use the information collected in Tasks 3.2.G1 through 3.2.G9 to develop a regional project proposal.

Milestone
One milestone is associated with each of the subtask activities identified in the Research Approach section above.



Major Accomplishments
Characteristics of the feedstock generated at the landfill have been determined and summarized in a draft publication.

The elemental compositions of feedstock materials have been used as the basis for equilibrium analysis of gasification
systems using oxygen, steam, and steam-oxygen mixtures.

Material flows relevant to the screening-level GHG analysis of C&D waste as SAF feedstock have been assembled. Preliminary
discussions of GHG analysis of C&D-based SAF systems with landfill operators have been initiated.

Plans for solid waste management from all counties in Hawaii have been used to provide a broader picture of the waste
stream composition, diversion, and recycling practices, and planned uses.

Publications

Peer-reviewed journal publications

Bach, Q. V., Fu, J., & Turn, S. (2021). Construction and demolition waste-derived feedstock: fuel characterization of a
potential resource for sustainable aviation fuels production. Frontiers in Energy Research, 9, 711808. doi:
10.3389/fenrg.2021.711808

Bach, Q. V. & Turn, S. Fate of arsenic and other inorganic elements during gasification of construction and demolition
wastes - thermochemical equilibrium calculations. Draft manuscript in process.

Outreach Efforts
Results of the fuel sampling, fuel analyses, and gasification equilibrium analyses were presented at the October 2019
ThermoChemical Biomass 2019 Conference in Chicago, lllinois.

Information from this task was included in the talk “Regional Supply Chain Analysis for Alternative Jet Fuel Production in the
Tropics” presented at the Hawaii Aviation and Climate Action Summit, December 3, 2019, at the Hawaii State Capitol.

Data acquired under this task were presented to the management of PVT Land Company and their consultants from
Simonpietri Enterprises and T. R. Miles Technical Consultants, Inc.

“Construction and Demolition Waste as an Alternative Energy Source: Fuel Characterization and Ash Fusion Properties” was
presented as a poster at the 2020 Thermal & Catalytic Sciences Virtual Symposium.

Discussion with Dr. Kristin Lewis and Volpe Center staff on the addition of Hawaii transportation infrastructure to the FTOT
was initiated and deferred until a clearer definition of the system emerges.

As suggested by FAA management, UH worked with the Servicios y Estudios para la Navegacion Aérea y la Seguridad
Aeronautica (SENASA) to identify a counterpart university in the Canary Islands, Spain. Universidad de la Laguna (ULL) was
selected, and a memorandum of understanding was signed between UH and ULL. A nondisclosure agreement was
subsequently signed among SENASA, ULL, UH, and the Spanish company Abengoa Energia, S.A. Regularly scheduled meetings
have been held biannually with Professor Dr. Ricardo Guerrero Lemus from ULL to discuss common research themes.

Awards
None.

Student Involvement
Three undergraduate students—Sabrina Summers, Sarah Weber, and Taha Elwir—have been involved in sample preparation
and in operating the laboratory analytical equipment used for sample analysis.

Plans for Next Period

Manuscripts covering the prediction of gasification product streams including contaminant concentrations will be completed
and submitted. This manuscript awaits comparative data from the bench-scale gasification test underway at ThermoChem
Recovery International facilities.




Work on the GHG analysis of C&D waste use for SAF production will be extended from the landfill to a point of use (to be
determined) and interfaced with the system TEAs described by WSU.

Outreach to interested industries will be continued.

Task 4 - Hawaii Regional Project
University of Hawaii

Objective

This task builds upon the results from the previous years’ work under the Hawaii regional project. The focus is on the data
and analysis necessary to plan a project that uses C&D waste as feedstock for SAF production. The Task 4 objective is to use
previous years’ C&D feedstock characterization data and thermochemical equilibrium analysis to conduct bench-scale
gasification tests, and to quantify the product gas yield, composition, and contaminant concentrations. These results will be
compared with equilibrium prediction used to identify contaminants that must be addressed before end use and will provide
the basis for designing contaminant control systems.

Research Approach
Bench-scale gasification tests will be conducted on samples of C&D wastes characterized in the earlier tasks, to measure
product yields, identify contaminants, and investigate element partitioning between product phases.

Information gained from the tests will be used to identify opportunities to improve TEA, identify coproducts, inform supply
chain participants and stakeholders, and identify necessary infrastructure improvements.

Milestones
e Identify and evaluate capabilities of experimental bench-scale facilities to gasifier tests
Specify system performance parameters to be measured
Specify techniques to sample and analyze contaminants
Select and engage an experimental bench-scale facility for testing
Prepare and ship feedstock from Hawaii to the experimental test facility
Conduct tests, reduce data, and prepare a summary report of the results

Major Accomplishments
Operational measurements to be conducted as part of the bench-scale tests were summarized, and a test plan was developed;
these were used as the basis for entertaining proposals for test services.

Through a competitively structured proposal process, ThermoChem Recovery International, Inc. was engaged to provide
bench-scale test services for C&D waste feedstock and other opportunity fuels of relevance to Hawaii and the tropics.

A synthetic construction and demolition waste recipe was developed according to the results published in Frontiers in Energy
Research (Bach et al., 2021). Component fractions in the recipe were determined with a least-squares approach to matching
critical fuel characteristics, including volatile matter, fixed carbon, and ash content; higher heating value, and concentrations
of the elements Na, Mg, Al, Si, P, S, Cl, K, Ca, Ti, Cr, Mn, Fe, Cu, Zn, As, Ru, and Pb. This recipe will enable a reproducible
C&D waste fuel lot to be assembled and aid in decreasing test-to-test variability.

In November and December of 2021, tests were conducted in the bench-scale facility at the ThermoChem Recovery
International facility in Durham, NC. After shakedown testing was completed, two subsequent tests were conducted: the first
used Leucaena leucocephela stemwood, and the second used synthetic construction and demolition waste. ThermoChem
Recovery International has provided a draft summary report for the Leucaena test, and revisions are in process.

Publications

Peer-reviewed journal publications

Bach, Q. V., Fu, J., & Turn, S. (2021). Construction and demolition waste-derived feedstock: fuel characterization of a
potential resource for sustainable aviation fuels production. Frontiers in Energy Research, 9, 711808. doi:
10.3389/fenrg.2021.711808



Outreach Efforts
None.

Awards
None.

Student Involvement
None.

Plans for Next Period

During the next period, activities identified in the Research Approach section above will continue. The primary focus will be
on conducting the bench-scale gasification tests, collecting and analyzing samples from the tests, and preparing reports and
publications summarizing the results. The sequence of milestones identified above provides a roadmap of necessary
subtasks.

Task 5 - Hawaii Regional Project
University of Hawaii

Objective

Subtask 5.1: Tropical oil to SAF supply chain analysis

The goal of subtask 5.1 is to develop a model for tropical oil supply chains for AJF and associated coproducts. Hawaii will be
the initial focus, but the modeling tools will be developed for wider use in island settings.

Subtask 5.2: Contaminants in the gasification of C&D wastes
The goal of subtask 5.2 is to develop management strategies for elements present in C&D waste that affect its use as a
feedstock for thermochemical conversion.

Research Approach

Subtask 5.1:

Prior ASCENT EcoCrop GIS modeling activities identified growing locations for Pongamia, kamani, croton, and Jatropha,
according to suitable environmental conditions, geography, and zoning. If unavailable, primary data on the chemical and
physical characteristics of these tropical oils and their coproducts (e.g., pods/shell and oilseed cake) were acquired. The
project will use these earlier results as the basis for developing supply chain models for AJF production. Model results will
identify feedstock production areas, and locations and scales of primary processing sites for shell and pod separation, oil
extraction from seeds, and oil conversion to SAF. Potential sources of hydrogen from oilseed coproducts, other renewable
resources, and fossil sources will be analyzed and included in the model. Options for points of production, SAF production
technologies (e.g., ARA, SBI, or Forge), transportation strategies, and blend ratios at airports (or for specific end users, e.qg.,
the military) across Hawaii will affect model outcomes and will be evaluated. Options for coproducts such as animal feeds
and high-value materials will be evaluated and incorporated into the model decision-making. Criteria used to drive the model
solution might include minimizing SAF production costs while meeting a minimum total production benchmark or minimum
blending rate for annual state jet fuel consumption. Other criteria—such as system resiliency to extreme weather events and
climate change, provision of environmental services, and stakeholder acceptability—will also be of importance and will be
used to evaluate model solutions.

Subtask 5.2:

Thermochemical gasification of biorenewable resources is the initial conversion process for two entry points to AJF
production: (a) synthesis gas (syngas) used in direct production of Fischer-Tropsch liquids, and/or (b) green/renewable
hydrogen used in biorefineries for hydrotreating lipids or in existing petroleum refining activities for the production of hybrid
jet fuel. Urban wood waste from C&D activities provides a reliable source of biorenewable material and requires a tipping fee
for disposal—characteristics that enhance its attractiveness as feedstock. Negative aspects of C&D feedstock are its physical
and chemical inhomogeneity. In the latter case, inorganic elements present in the feedstock can negatively influence the
gasification process (e.g., corrosion of, or accumulation on, reactor working surfaces, bed material agglomeration, catalyst
deactivation, or pollutant emissions). Using data generated from previous ASCENT Project 01 tasks, this project will assess
methods for managing contaminants in C&D feedstocks. This project will be based on gasification systems proposed for the



production of syngas/Fischer-Tropsch liquids and green hydrogen. Technology options for contaminant removal or
conversion to benign forms will be assessed at each step in the conversion process; that is, presorting at the waste generation
site, sorting/diversion at the C&D waste intake facility, removal by physical/chemical/other methods before gasification, in
situ reactor control methods, and gas cleanup. Technology options from existing process industries and from the scientific
literature will be considered. Laboratory-scale testing of removal techniques will be conducted to provide a preliminary
assessment of selected promising technology options. Integrated gasification process options and contaminant control
options will be evaluated as complete systems to guide system design and enable system comparisons. Risks associated
with the technology options will also be assessed to guide implementation and risk mitigation of the system as a whole.
Impacts of processing scale (e.g., Mg waste/day) on selection of technology options will also be assessed.

Milestones
Subtask 5.1: Established a model framework for an oilseed-based SAF supply chain in an island setting, using the scenario
of Hawaii

Subtask 5.2: Completed a review of options to manage contaminants along the supply chain; conduct bench-scale tests to
confirm the efficacy of options

Major Accomplishments

On the basis of the Pongamia production areas identified by GIS analysis in Task 3 (described above), sites for processing
Pongamia (pod and seed separation, oil extraction from seed) have been evaluated on each island. Candidate processing
sites in the analysis included all locations with (a) industrial zoning and (b) lands with slope of less than 5%, a contiguous
area of 50 acres, and agricultural zoning. A total transportation cost index was calculated for each candidate processing site,
according to the Pongamia production estimates and the road distance from each production site to candidate processing
sites.

Publications
None.

Outreach Efforts
None.

Awards
None.

Student Involvement
None.

Plans for Next Period

Subtask 5.1: Costs for Pongamia delivered to the processing site gate will be used with TEA spreadsheets (oilseed crushing,
hydroprocessed esters and fatty acids, etc.) developed by WSU collaborators to provide estimates of SAF production costs
according to supply chain scenario assumptions.

Subtask 5.2: A review of options to manage contaminants along the supply chain will be conducted. Results of the review
and contaminant measurements from the bench-scale gasification tests in Task 4 will be used to target bench-scale
contaminant control tests.

Task 6 - Hawaii Regional Project
University of Hawaii

Objective

Task activities in Year 6 will explore the impacts of Hawaii State Legislative Bill HB2386 on waste management and the
potential for waste-based SAF production systems. HB2386 requires 0.5-mile buffer zones around waste and disposal
facilities (including landfills), and restricts facilities from land with conservation-district zoning.



Research Approach

The goal of this task is to assess and evaluate the impacts of HB2386 on waste management strategies in Hawaii. HB2386
was disruptive to disposal practices for C&D waste on the island of Oahu, and its impacts are currently not fully understood.
Task 6 seeks to collect updated waste generation data, understand how HAVE BEen2386 will affect current management
strategies, and develop scenarios for waste-based SAF production under the new regulatory environment. The impacts of
HB2386 on the capacity to perform landfill mining will also be considered. Preliminary assessment of restricted and
unrestricted sites for waste and disposal facilities will be reviewed and refined as necessary. Preliminary impacts on GHGs
and SAF technology choices will be explored.

Milestone
Impacts of removing or diminishing the role of an active C&D landfill as a supply chain participant will also be evaluated.

Major Accomplishments
None.

Publications
None.

Outreach Efforts
None.

Awards
None.

Student Involvement
None.

Plans for Next Period
A postdoctoral fellow will be recruited to work on this task, and analysis will begin.
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University Participants

Purdue University
e P.l.: Farzad Taheripour, Research Professor
e FAA Award Number: 13-C-AJFE-PU, Amendments 25, 29, 34, 36, 41
e Period of Performance: October 1, 2021to September 30, 2022
e Tasks:

1. Develop techno-economic models for relevant pathways and identify key stochastic variables to model for
assessing risk in conversion pathways, which will lead to our capability to compare pathways, their
expected economic cost, and the inherent uncertainty in each pathway (lead: Farzad Taheripour;
supported by Chepeliev)

2. Perform a life cycle analysis (LCA) of alternative jet fuel pathways in coordination with the International
Civil Aviation Organization’s Committee on Environmental Protection Fuels Task Group (ICAO CAEP FTG);
work with the CAEP FTG life cycle assessment group on issues such as system boundaries, induced land
use change (ILUC), LCA methodology, and pathway greenhouse gas emissions assessments (lead:
Taheripour; supported by Sajedinia, Aguiar, and Malina [Hasselt University])

3. Develop estimates of land use change (LUC)-associated emissions for alternative jet fuels for the ICAO
CAEP FTG, in close relation to Task #2 (lead: Taheripour; supported by Sajedinia, Debadrita, Aguiar, and
Chepeliev)

4. Provide support for other ASCENT universities on alternative jet fuel policy analysis (lead: Taheripour)

PI‘OjeCt Funding Level
Amendment 3: $250,000
Amendment 6: $110,000
Amendment 10: $230,000
Amendment 15: $373,750
Amendment 19: $400,000
Amendment 29: $400,000
Amendment 36, 41: $523,000

Current cost sharing for this project year was provided by Sami Jauhiainen from Neste US, Inc.

Investigation Team
Purdue University
e Farzad Taheripour (P.l.), research professor, works on all tasks.



e EhsanReza Sajedinia, PhD student, Purdue University: Stochastic techno-economic analysis (TEA) and Global Trade
Analysis Project (GTAP) ILUC analysis, works on all tasks.
e Omid Karami, postdoctoral fellow (joined the research team in August 2021), works on all tasks.

GTAP Center
Maksym Chepeliev, PhD, research associate (collaborating part-time on the project) works on all tasks.
Angel H. Aguiar, PhD, research associate (collaborating part-time on the project) works on all tasks.
Kundu Debadrita. PhD student, research assistant (collaborating part time on the project), works on task 3.

Project Overview

This project has followed four main components in this performance time period. The first component is focused on
advancing TEA for aviation biofuel pathways. The second component is concentrated on life cycle and production potential
analysis of alternative jet fuel pathways in coordination with the ICAO CAEP FTG. The third component also coordinates with
the FTG, with a specific focus on estimating LUC-associated emissions for alternative jet fuels. The fourth component aims
to provide support for the policy subgroup of the FTG by providing policy guidelines to facilitate expansions in using
sustainable aviation fuels (SAFs). This task includes bridging existing TEAs for alternative jet fuels with partial and general
equilibrium economic models to develop alternative scenarios for alternative jet fuels in the fuel mix used by the industry.

Task 1 - Develop Techno-economic Models for Relevant Pathways and
Identify Key Stochastic Variables for Assessing Risk in Conversion
Pathways

Purdue University

Objectives

This task aimed to develop TEAs for relevant pathways and identify key factors to model for assessing the feasibility of
conversion pathways. This work will lead to our capability to compare pathways, their expected economic cost, and the
inherent uncertainty in each pathway. This activity will help us to include new pathways in the GTAP-BIO model to assess
their LUC impacts.

Research Approach
For each fuel pathway under evaluation, we collected the required data and developed the required analyses for both TEA
and LCA to determine the cost structure of new pathways to be included in the GTAP-BIO model to support FTG tasks.

Milestones

Over this period, we continued to work on various analyses for various technologies at the global level. This research has
been fully and successfully conducted. The results of these analyses helped to establish required cost structure of various
global pathways to be used in the LUC assessments for Task 3.

Major Accomplishments
The following TEAs have been developed to support the inclusion of several new pathways in the GTAP-BIO database at the
global level:
e Global value for soy oil hydroprocessed esters and fatty acids (HEFA) covering USA, Brazil, and Rest of South
America;
e Global value for rapeseed oil HEFA covering Canada, EU27, Rest of Europe, and Commonwealth of Independent
States;
e Global values for corn alcohol-to-jet (ATJ) and ethanol-to-jet (ETJ) covering USA, Brazil, Rest of South America,
EU27, Rest of Europe, and Commonwealth of Independent States;
e Global values for sugarcane ATJ and ETJ and synthesized iso-paraffins (SIP) covering Brazil, Central America
and Caribbean, Rest of South America, sub-Saharan Africa, India, Rest of South Asia, China, and Rest of Asia;
e Global value for sugar beet SIP covering USA, EU27, Rest of Europe, and Commonwealth of Independent States,
Middle East and North Africa, and China;




e Global values for carinata and camelina oil HEFA covering USA, Canada, Brazil, Rest of South America, and
European Union (ERU);

e Global values for miscanthus, switchgrass and poplar ATJ, ETJ, and Fischer-Tropsch (FT) covering USA,
Brazil, and EU 27.

Publications

Peer-reviewed journal publications

Taheripour, F., Sajedinia, E., & Karami, O. (2022). Oilseed cover crops for sustainable aviation fuels production and
reduction in greenhouse gas emissions through land use savings. Frontiers in Energy Research, 9(790421), 10.
doi: 10.3389/fenrg.2021.790421

Outreach Efforts
Taheripour participated in ASCENT Advisory meetings in fall 2021 and spring 2022 and shared the findings of this research
with the ASCENT community.

Awards
None.

Student Involvement
EhsanReza Sajedinia, current PhD student, Purdue University, full time assistantship (50%) for data collection and running
simulations.

Plans for Next Period
We plan to work on TEAs to support calculation of LUC emissions associated with new SAF pathways. In particular, TEA of
the use of renewable electricity for SAF production will be examined during the CAEP13 cycle to support FTG analyses.

Task 2 - LCA of Alternative Jet Fuel Pathways in Coordination with ICAO
Alternative Fuels Task Force (AFTF) FTG

Purdue University

Objectives
e Provide required data and analysis to support the low-LUC-risk practices adopted by CAEP
e Provide required data and analysis to support the core LCA group with respect to ILUC for coprocessing of esters
and fatty acids in petroleum refineries and other tasks as needed

Research Approach

This task incorporates many varied assignments and components. We followed standard approaches to support FTG
subgroups including the core LCA, Technology Production Policy (TPP), Emission Reductions Accounting (ERA), and
Sustainability subgroups. Using the GTAP-BIO model, we collected data and provided appropriate analyses to accomplish this
task. Taheripour is co-chair of the FTG ILUC group. Taheripour collaborates with the LCA, TPP, ERA, and Sustainability
subgroups of ICAO CAEP FTG.

Milestones

Taheripour participated in the CAEP12/FTG11 and CAEP13/FTGO1 meetings and was involved in many of the tasks and
document preparation activities for these meetings. He also responded to other subgroup requests for help and
collaboration. He has led efforts in ILUC modeling and ILUC-related tasks associated with other subgroups. He continued to
examine regional and global ILUC values for each SAF and led a set of efforts to define a methodology to calculate direct
land use change (DLUC) to support the FTG activities.

Major Accomplishments
A methodology has been defined and finalized to calculate DLUC to be used within the Carbon Offsetting and Reduction
Scheme for International Aviation (CORSIA) sustainability systems to evaluate the land use emissions of individual projects




that will be launched by economic operators for SAFs.

Publications

Written reports

International Civil Aviation Organization. (2022). CORSIA methodology for calculating actual life cycle emissions values,
Section 8: CORSIA methodology for calculating direct land use change emissions values.
https://www.icao.int/environmental-
protection/CORSIA/Documents/CORSIA_Eligible_Fuels/ICAQ%20document%2007%20-
%20Methodology%20for%20Actual%20Life%20Cycle%20Emissions%20-%20June%202022.pdf

Outreach Efforts

Taheripour served as a member of the Committee on Current Methods for Life Cycle Analyses of Low-Carbon Transportation
Fuels in the United States of the National Academy of Sciences, Engineering, and Medicine in 2021 and 2022. This committee
has published the following comprehensive report on the LCA approach:

National Academies of Sciences, Engineering, and Medicine. 2022. Current Methods for Life-Cycle Analyses of Low-Carbon
Transportation Fuels in the United States. Washington, DC: The National Academies Press. doi:10.17226/26402.

Taheripour attended the Commercial Aviation Alternative Fuels Initiative (CAAFI) Sustainable Aviation Fuels Summit & Biennial
General Meeting Agenda (June 1-3, 2022) and updated the participants of this meeting regarding the efforts and findings of
this research.

Taheripour attended the ASCENT Advisory Group meetings in fall 2021 and spring 2022 and discussed the findings of this
task with members of this community.

Awards
None.

Student Involvement
EhsanReza Sajedinia, current PhD student, Purdue University, full time assistantship (50%) for data collection and running
simulations.

Plans for Next Period

We will continue to support FTG subgroups, including the core LCA, TPP, and ERA subgroups, to accomplish the required
LCAs for new SAF pathways. In addition, we will continue to develop required TEAs to include the cost structure of new SAF
pathways in the GTAP-BIO database.

Task 3 - Develop Estimates of LUC-Associated Emissions for Alternative
Jet Fuels for the ICAO FTG

Purdue University

Objectives
e Compute ILUC emissions of alternative jet fuels for use in CORSIA
e Improve the GTAP-BIO model and its database and make appropriate modifications to the agro-ecological zone
emission factor model
e Define and implement a method to determine regional ILUC values and rank countries according to their LUC
determinants

Research Approach

We modify, update, and use the GTAP-BIO model to produce ILUC estimates for the FTG. We also collaborate with the
International Institute for Applied Systems Analysis and Hugo Valin to evaluate the outcomes of GTAP-BIO and GLOBIOM
models. We collect data and develop new approaches to assess issues related to ILUC emissions due to the production of
alternative jet fuels.




Milestones
We added several new pathways to the GTAP-BIO model and examined new regional ILUC values. We also developed a
methodology for estimating global ILUC values and assessed ILUC values for numerous SAF pathways.

Major Accomplishments

The primary accomplishments in this task are based on the work progress of ICAO CAEP FTG. Some of the working papers
and information papers that we have produced over this period are listed in this section and in the overall publication list at
the end of this report.

Publications

Peer-reviewed journal publications

Busch, J., Amarjargal, O., Taheripour, F., Austin, K. G., Siregar, R. N., Koenig, K., & Hertel, T. W. (2022). Effects of demand-
side restrictions on high-deforestation palm oil in Europe on deforestation and emissions in
Indonesia. Environmental Research Letters, 17(1), 014035. doi:10.1088/1748-9326/ac435e

Taheripour, F., Sajedinia, E., & Karami, O. (2022). Oilseed cover crops for sustainable aviation fuels production and reduction
in greenhouse gas emissions through land use savings. Frontiers in Energy Research, 9(790421), 10. doi:
10.3389/fenrg.2021.790421

Published conference proceedings

Taheripour F., Kwon H., Mueller S., Emery ., Karami O., and Sajedinia E. (2022). Biofuels induced land use change emissions:
The role of implemented emissions factors in assessing terrestrial carbon fluxes. Global Trade Analysis Project 25"
Annual Conference and 2022 AAEA Annual Meeting.

Written reports

Malina R., Prussi M. and Taheripour F. (2022). Method for establishing lifecycle greenhouse gas emission factors for
sustainable aviation fuels. In 2022 Environmental Report: Innovation for a Green Transition, International Civil
Aviation Organization, Montreal QC, Canada.

Several working papers and information papers have been produced based on our work for the AFTF/FTG. Working and
information papers presented at FTG meetings include
e CAEP/12-FTG/11-WP/06 - “Revisions to methodology on Low Land Use Change (LUC) Risk Practices based on
pilot applications”, October 2021, Virtual
e CAEP/12-FTG/11-WP/09 - “Direct Land Use Change Emissions Methodology”, October 2021, Virtual
e CAEP/12-FTG/11-WP/10 - “ILUC default values”, October 2021, Virtual
CAEP/12-FTG/11-IP/04 - “Foregone carbon sequestration accounting for Direct Land Use Change”, October
2021, Virtual
e CAEP/12-FTG/11-IP/05 - “Updating the GTAP-BIO data base from 2011 reference year to 2014 reference year”,
October 2021, Virtual
e CAEP/12-FTG/11-FL/05 - “Proposal for carinata and camelina oil HEFA pathway characterization”, October 2021,
Virtual
e CAEP/13-FTG/01-WP/06 - “Approach to ILUC-Related CAEP/13 Work Plan Items”, May 2022, Virtual

Outreach Efforts

Taheripour attended several meetings to present research outcomes on ILUC values, including:
e GTAP 25th Annual Conference on Global Economic Analysis, June 2022, Virtual
e AAEA Annual Meeting, Anaheim, California, July 31-August 2, 2022

Awards
None.

Student Involvement
EhsanReza Sajedinia, current PhD student, Purdue University, full time assistantship (50%) for data collection and running
simulations.




Plans for Next Period

We will continue working with ICAO on ILUC emission estimates. In particular, we prepare to serve the FTG group during
the CAEP13 cycle to accomplish the following tasks:

Continue to carry out the computations of ILUC emissions associated with SAF production for requested world
regions, for use in CORSIA

Review the approach to ILUC in light of emerging scientific evidence and data

Further examine assumptions in ILUC models, such as double cropping representation with a view to better reflect
verified historical trends and market behavior

Revisit the inclusion of foregone sequestration to the CORSIA DLUC methodology, based on the concrete
certification experience and feedback from Sustainability Certification Schemes (SCSs)

Develop pathway specifications for the pathways with negative ILUC emissions, to be verified by the SCSs during
certification

Monitor low-LUC-risk practices implemented for SAF production and incorporate lessons learned in the
methodology, as appropriate

Evaluate a potential inclusion of soil organic carbon and agricultural biomass sequestration at the project level,
instead of the current approach that only accounts for changes in these sources as part of the ILUC

Further explore the consequences of a potential inclusion of ILUC for biomass-derived process fuels (e.g., biomass
used to generate electricity for the SAF conversion process)

Develop sample calculations and/or methods for use in validating SCS tool calculations relating to LCA and DLUC
to assist the Sustainability Certification Schemes Evaluation Group (SCSEG) in assessing SCS capabilities; this
information could be made publicly available in the CORSIA supporting “LCA methodology” document

Task 4 - Provide Support for Other ASCENT Universities on Alternative Jet

Fuels Policy Analysis
Purdue University

Objective
To provide support for the other ASCENT universities on alternative jet fuels policy analysis.

Research Approach

See Tasks 1, 2, and 3.

Milestone(s)
See Tasks 1, 2, and 3.

Major Accomplishments

See Tasks 1, 2, and 3.

Publications

None.

Outreach Efforts

None.

Awards

None.

Student Involvement

None.

Plans for Next Period

None.
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University Participants

The Pennsylvania State University
P.l.: Lara Fowler, Interim Director, Penn State Sustainability Institute; Professor of Teaching, Penn State Law
P.l.: Saurabh Bansal, Associate Professor of Supply Chain Management (through funding period ending January 31,
2022)
e P.l.: Anne Menefee, Assistant Professor of Energy and Mineral Engineering (starting with funding period beginning
June 14, 2022)
e P.l.: Armen Kemanian, Professor of Production Systems and Modeling (starting with funding period beginning June
14, 2022)
e P.l.: Tom Richard, Professor of Agriculture and Biological Engineering (starting with funding period beginning June
14, 2022)
Researcher: Ekrem Korkut, Legal Research Postdoctoral Associate
e FAA Award Number: 13-C-AJFE-PSU, RISK-INFORMED ALTERNATIVE JET FUEL (AJF)
e Periods of Performance: period A: August 1, 2017 to January 31, 2022; period B: June 14, 2022 to November 13,
2023
e Tasks:
Period A (August 1, 2017 to January 31, 2022)
1. 1.3.1: Risk-reward profit-sharing modeling for first facilities
1.3.2: Additional quantification of risk and uncertainties in supply chains (foundational part of
Task 1.3.1)
1.3.3: Supply chain risk analysis tools for farmer adoption
1.4.1: National survey of current and proposed state and federal programs that monetize
ecosystem services
1.4.3: Support of stakeholder engagement efforts
Period B (June 14, 2022 to November 13, 2023)

1.1: Research on existing federal law and policy drivers

1.2: Research on existing state and regional law and policy drivers

1.3: Research on proposed legislation (federal and state)

1.4: Research on other law/policy issues, as identified by the ASCENT 001 team
2. 2.1: Work with ASCENT 001 to identify stakeholder engagement opportunities

2.2: Development of a list of potential stakeholders critical to discussion

2.3: Development of agenda/materials for critical discussions; meeting facilitation as needed
3. 3.1: Work with ASCENT 001 team members to identify critical questions, and refine the scope

of work related to carbon capture and sequestration (CCS)



3.2: Conduct literature review regarding CCS and its potential use in conjunction with
alternative jet fuels (AJFs)
3.3: Draft a review manuscript examining opportunities to integrate CCS and AJF

4, 4.1: Work with ASCENT 01 team members to identify critical questions, and refine the scope
of work related to soil organic carbon
4.2: Conduct literature review regarding soil organic carbon and its potential relation to AJF
4.3: Draft review manuscript examining opportunities for organic soil carbon and AJF.

Washington State University (WSU)
e Michael Wolcott, Regents Professor (for funding period from June 14, 2022 to November 13, 2023)
e Kristin Brandt, Staff Engineer (through funding period ending January 31, 2022)

University of Tennessee
e Tim Rials, Associate Dean of Agricultural Research (through funding period ending January 31, 2022)
e Burt English, Professor of Agricultural and Resource Economics (through funding period ending January 31, 2022)

Project Funding Level

FAA funding: $100,000 (for period B, June 14, 2022 to November 13, 2023)
Matching from Penn State: $100,000

Total funding: $200,000

Investigation Team

Period A (August 1, 2017 to January 31, 2022)

Task 1.3.1 (Bansal; supported by Brandt and English): Risk-reward profit-sharing modeling for first facilities

Task 1.3.2 (Bansal; supported by Brandt and English): Additional quantification of risk and uncertainties in supply chains
(foundational part of Task 1.3.1)

Task 1.3.3 (Bansal; supported by Brandt and English): Supply chain risk analysis tools for farmer adoption

Task 1.4.1 (Fowler; supported by Korkut): National survey of current and proposed state and federal programs that
monetize ecosystem services

Task 1.4.3 (Fowler; supported by Korkut): Support of stakeholder engagement efforts

Period B (June 14, 2022 to November 13, 2023)

Task 1.1 (Fowler, supported by Korkut): Research on existing federal law and policy drivers

Task 1.2 (Fowler, supported by Korkut): Research on existing state and regional law and policy drivers

Task 1.3 (Fowler, supported by Korkut): Research on proposed legislation (federal and state)

Task 1.4 (Fowler, supported by Korkut): Research on other law/policy issues, as identified by the ASCENT 001 team

Task 2.1 (Fowler, supported by Korkut): Work with ASCENT 001 to identify stakeholder engagement opportunities

Task 2.2 (Fowler, supported by Korkut): Development of a list of potential stakeholders critical to discussion

Task 2.3 (Fowler, supported by Korkut): Development of agenda/materials for critical discussions; meeting facilitation as
needed

Task 3.1 (Menefee): Work with ASCENT 001 team members to identify critical questions, and refine the scope of work
related to carbon capture and sequestration (CCS)

Task 3.2 (Menefee): Conduct literature review regarding CCS and its potential use in conjunction with alternative jet fuels
(AJFs)

Task 3.3 (Menefee): Draft a review manuscript examining opportunities to integrate CCS and AJF

Task 4.1 (TBD, supported by Wolcott): Work with ASCENT 01 team members to identify critical questions, and refine the
scope of work related to soil organic carbon

Task 4.2 (TBD, supported by Wolcott): Conduct literature review regarding soil organic carbon and its potential relation to
AJF

Task 4.3 (TBD, supported by Wolcott): Draft review manuscript examining opportunities for organic soil carbon and AJF.



Project Overview
For the first period of performance (period A), this project focused on developing a qualitative and quantitative understanding
of factors to help establish biofuel supply chains for AJFs. Although efforts are being made to establish these supply chains,
many face challenges because of a lack of clarity regarding the incentives that stakeholders would require to engage in these
supply chains and devote their resources to investing in the facilities required for these supply chains. To this end, this
project has two goals:
1. Develop pro forma cash flows that represent the financial status of various participants in biofuel supply chains for
AJFs, to inform a transparent risk-sharing tool
2. Understand the policy landscape in various parts of the United States to encourage AJF supply chains and identify
additional policy initiatives that may be needed

During the second period of performance (period B), this project continues to focus on understanding the law and policy
drivers associated with AJF, while expanding focus to include two new areas—CCS and organic soil carbon—and their
potential linkages to AJF.

Period A, Task 1.3.1 - Risk-reward Profit-sharing Modeling for First
Facilities
The Pennsylvania State University

Objective
Develop a transparent risk-sharing tool to provide all partners with an understanding of the cash flows and risks faced by
all supply chain partners.

Research Approach

We first collected a large number of risk-sharing tools that have been proposed in the supply chain literature. Subsequently,
we narrowed this list to 9-12 mechanisms. We created an Excel-based framework in which the cash flows of all supply chain
partners are modeled on the basis of data from the techno-economic analyses developed by WSU. This framework
incorporates the risk-sharing mechanisms.

Milestone
We developed Excel models for four realistic configurations by using data from techno-economic analysis models
developed by WSU.

Major Accomplishments

We developed an Excel-based framework showing the cash flows of four key stakeholders in AJF supply chains: farmers,
preprocessors, refineries, and airlines. The framework shows various risk-sharing contracts that each of the stakeholders
could extend to others, as well as the financial burdens or opportunities associated with these mechanisms. The framework
also shows the government’s financial burden of supporting these mechanisms. The framework was developed for four levels
of refinery capacity. Overall, this framework can be used as a decision support tool by various stakeholders to determine
whether to engage in alternative jet biofuel supply chains and negotiate with one another.

Publications
We have provided the tool to the sponsor and will provide training on its use to the project sponsor upon request.

Outreach Efforts
Our tool has been presented and discussed at three ASCENT advisory committee meetings.

Awards
None.

Student Involvement
None.




Period A, Task 1.3.2 - Additional Quantification of Risk and Uncertainties
in Supply Chains (Foundational Part of Task 1.3.1)

The Pennsylvania State University

Objective
Develop methods to rely on expert judgments to quantify uncertainties associated with biofuel supply chains.

Research Approach

We developed a new econometric approach to quantify the probability distributions of uncertain quantities, such as yield or
demand, when an expert panel provides judgments regarding the most likely values. This approach exploits the well-known
theory of generalized least squares in statistics for the context in which historical data are available to calibrate expert
judgments or when these data are not available.

Milestones

We have described this method in two manuscripts. In the first manuscript, “Using Subjective Probability Distributions to
Support Supply Chain Decisions for Innovative Agribusiness Products,” we developed a two-stage procedure to calibrate
expert judgments regarding the distribution of biofuel uncertainties, such as the uncertain yields of new varieties of oilseeds,
demand, or selling price. In the first step of the procedure, we calibrated the expert judgments by using historical data.
Specifically, we used prior judgments provided by experts and compared them with actual realizations (such as predicted
yield versus actual yield) to determine the frequency with which each expert over- or underestimated the uncertainty, e.g.,
expert 1 underestimated the yield 60% of the time, whereas expert 2 underestimated the yield 90% of the time. In the second
manuscript, “Optimal Aggregation of Individual Judgmental Forecasts to Support Decision Making in a R&D Program,” we
used this information to determine the optimal approach for aggregating the experts’ judgments to determine the mean and
standard deviation of the probability distributions. In this manuscript, we developed a new optimization protocol for
determining the optimal acreage for growing specific crops by considering the estimated mean and standard deviation, as
well as incorporating the variability in these estimates. This manuscript won two awards at a professional conference
(INFORMS 2021) in November 2021 and in October 2022.

Major Accomplishments
Theoretical development and a numerical study have demonstrated the promise of this approach.

Publications

Peer-reviewed journal publications

Bansal, S., & Gutierrez, G. J. (2020). Estimating uncertainties using judgmental forecasts with expert
heterogeneity. Operations Research, 68(2), 363-380. doi: 10.1287/opre.2019.1938

Written reports

Bansal, S., & Wang, T. (2019). Using subjective probability distributions to support supply chain decisions for innovative
agribusiness products. Report for the Federal Aviation Administration.
https://s3.wp.wsu.edu/uploads/sites/2479/2021/05/ASCENT-Project-001D-attachment-1.pdf

Bansal, S., & Gutierrez, G. J. (2021). Optimal aggregation of individual judgmental forecasts to support decision making in
a R&D program. Submitted to Operations Research.
https://s3.wp.wsu.edu/uploads/sites/2479/2021/05/ASCENT-Project-001D-attachment-2.pdf

Outreach Efforts
None.

Awards
2021 Decision Analysis Practice Award - INFORMS, November 2021
2022 Decision Analysis Best Publication Award - INFORMS

Student Involvement
None.




Plans for Next Period
This work is now wrapped up so there are no plans for the next period.

Period A, Task 1.3.3 - Supply Chain Risk Analysis Tools for Farmer
Adoption

The Pennsylvania State University

Objectives
Understand farmers’ risk preferences over a long duration and how these preferences affect their decisions to grow crops
that can support AJF supply chains.

Research Approach

We surveyed farmers to understand their risk preferences over extended durations. Specifically, we presented farmers with
sample yield ranges over extended periods and asked them to estimate the lowest equivalent guaranteed yield that they
would be willing to accept, given the uncertain yields. We used these responses to perform statistical analyses.

Milestones
We have completed the survey and have written a manuscript based on the survey.

Major Accomplishments

We compiled data from 43 farmers in central Pennsylvania regarding their preferences, given uncertain yields from their
land. The results quantify the loss of value that farmers attribute to an uncertain yield. Results are reported for both 1-year
and 10-year horizons. For the 10-year horizon, we also report results for an initial yield build-up, which often arises with
most biofuel crops. The key takeaways from this study are as follows: (a) farmer valuations of a new crop decrease acutely
as the uncertainty in yield increases, and (b) the initial build-up period of low yields can be a large deterrent that inhibits
farmers from adopting new crops for the purpose of supporting biofuels.

Publications
A manuscript detailing this work has been written and provided to the sponsor.

Outreach Efforts
None.

Awards
None.

Student Involvement
None.

Plans for Next Period
This work is now wrapped up so there are no plans for the next period.

Period A, Task 1.4.1 - National Survey of Current and Proposed State and

Federal Programs that Monetize Ecosystem Services
The Pennsylvania State University

Objectives

Conduct a survey and summarize current and proposed state and federal programs to monetize ecosystem services.



Research Approach

This task builds on and continues the work performed under ASCENT Project 001, Task 8.1, which focused on the biomass
and water quality benefits to the Chesapeake Bay watershed. In previous years, we examined the biofuel law and policy
landscape of the Pacific Northwest and Southeast regions, as well as the state of Hawaii. During this most recent time period
for reporting (October 1, 2021 to September 30, 2022), we focused on federal biofuel law and policy, and how they have
been affected by international drivers.

Milestones
Our research was previously circulated in three region-specific white papers. In addition, we developed a federal-level white
paper in the list of tasks, which was subsequently published (see below).

Copies of these documents are available online:
e Western U.S. policy manuscript (with a focus on Washington state, last updated in 2019): Western US Bioenergy
Law & Policy - Draft 5.docx

e Southeast policy manuscript (with a focus on Tennessee): Southeast Bioenergy Law & PolicyDraft3.docx

e Hawaii policy manuscript: Hawaiian Biofuel Law & Policy_v5.docx

e Federal-level white paper: 2021_01_08_SAF paper draft_ circulated for review_KCL_NB (1).docx

Major Accomplishments

In addition to developing the white papers described above, we adapted the federal-level white paper for publication (see
below). We also provided a briefing and poster during the ASCENT fall meeting (October 2021). Additionally, P.l. Lara Fowler
is involved in another project, funded by the USDA National Institute of Food and Agriculture, entitled “Consortium for
Cultivating Human and Naturally Regenerative Enterprises” (USDA-NIFA Sustainable Agricultural Systems Award 2020-68012-
31824), dubbed the “C-CHANGE” project. She has built upon her work in this ASCENT project to link to the regenerative
agriculture work being pursued in C-CHANGE, including providing a briefing on second-generation biofuel law and policy.

Publications

Peer-reviewed journal publications

Korkut, E. & Fowler, L. B. (Nov. 2021). Regulatory and policy analysis of production, development and use of sustainable
aviation fuels in the United States." Frontiers in Energy Research, 9, 750514. doi:10.3389/fenrg.2021.750514.

Outreach Efforts
Presentations
e Fowler, L. B., & Lewis, K. (October 2021). Sustainable aviation fuel development: Law, policy and the blender’s tax
credit. Manuscript presented at the ASCENT Annual Meeting.

Awards
None.

Student Involvement
Ekrem Korkut graduated from the Penn State School of International Affairs in May 2021 and transitioned to working as a
postdoctoral associate on this project (50% of his time; the other 50% is funded by another project).

Plans for Next Period

As noted above, we will continue adapting the existing white papers for publication. The next step again focuses on regional
efforts. As needed, we will provide support to working groups under the sustainable aviation fuel (SAF) Grand Challenge. Of
note, work on this task was delayed by the lack of a contract in the 4.5 months from February 1, 2022 to June 14, 2022.




Period A, Task 1.4.3 - Help Support Stakeholder Engagement Efforts

The Pennsylvania State University

Objective
Facilitate dialogue among producers, industry, government, and other affected stakeholders.

Research Approach

Our work under this objective has focused on stakeholder engagement and facilitation of effective dialogue to help bridge
gaps among producers, industry, government, and other affected stakeholders. This role supports the needs of other team
members.

Milestone
These efforts have supported stakeholder engagement efforts led by other teams, including but not limited to the regional
partners identified in ASCENT Project 01, Tasks 3.1, 3.2, and 3.3.

Major Accomplishments
This set of tasks has been relatively limited, and no major accomplishments have been made to date. We have continued to
participate in discussions and calls related to potential stakeholder engagement needs.

Publications
None.

Outreach Efforts
None.

Awards
None.

Student Involvement
None.

Plans for Next Period

Future work under this objective will include presenting to the project partners on facilitation skills and tactics. Additional
support for regional projects will be offered as needed for facilitation and stakeholder engagement sessions as the regional
projects move to the deployment stage. As needed, we will provide support to working groups under the SAF Grand
Challenge.

Note: although the proposed contract period was intended to start on February 1, 2022, no contract was in place from
February 1, 2022 to June 13, 2022, thus leaving a gap of approximately 4.5 months without funding.

Period B, Task 1- Law and Policy Research

The Pennsylvania State University

Objectives
Understand existing federal law and policy drivers affecting SAF, including participation by the United States in international

discussions and agreements (Task 1.1); research existing state law and policy drivers (Task 1.2); research potential law and
policy drivers as needed (Task 1.3); and explore other issues identified by the ASCENT 001 team as needed (Task 1.4).

Research Approach

Following up on publication of the Frontiers in Energy review of law and policy, we began research on the recently adopted
Blender’s Tax Credit and the potential Sustainable Skies Act. In addition, we updated our legal and policy research on different
states’ activities regarding SAF (including CA, OR, WA, and others).




Milestone
We engaged in team meetings and provided updates on legal research topics.

Major Accomplishments

We provided real-time analysis of pending federal legislation (the Inflation Reduction Act) at the request of Project Manager
Nate Brown. In addition, we researched and shared information related to pending Securities and Exchange Commission
rulemaking on greenhouse-gas-emissions accounting.

Publications
We are exploring possibilities for another formal publication.

Outreach Efforts
Our research has been discussed through several presentations:
e Fowler, L. B., & Korkut, E. (December 2022). ASCENT 001 Team Briefing on pending Securities and Exchange
Commission Greenhouse Gas Emission rules.
e Fowler, L. B. (October 2022). Briefing to Volvo Corporation on Opportunities Related to the Renewable Fuel Standard
and SAF.
e Fowler, L. B., & Korkut, E. July 2022). Update on State Legal and Regulatory Opportunities for SAF. ASCENT 001
Project Meeting.
e Fowler, L. B. June 2022). Legal and Regulatory Drivers of Sustainable Aviation Fuel. Global Council for Science and
the Environment.

Awards
None.

Student Involvement
None.

Plans for Next Period
We will continue to work with the ASCENT 001 Team to identify potential law and policy concerns and opportunities. How
SAF and renewable natural gas might be developed in synergistic ways is another question that we are exploring.

Period B, Task 2 - Support Stakeholder Engagement Efforts

The Pennsylvania State University

Objective
Facilitate dialogue among producers, industry, government, and other affected stakeholders.

Research Approach

Our work under this objective has focused on stakeholder engagement and facilitation of effective dialogue to help bridge
gaps among producers, industry, government, and other affected stakeholders. This role supports the needs of other team
members.

Milestone
These efforts have supported stakeholder engagement efforts led by other teams, including but not limited to the regional
partners identified in ASCENT Project 001.

Major Accomplishments
This set of tasks has been relatively limited, and no major accomplishments have been made to date. We have continued to
participate in discussions and calls related to potential stakeholder engagement needs.




Publications
None.

Outreach Efforts
None.

Awards
None.

Student Involvement
None.

Plans for Next Period

Future work under this objective will include presenting to the project partners on facilitation skills and tactics. Additional
support for regional projects will be offered as needed for facilitation and stakeholder engagement sessions as the regional
projects move to the deployment stage. As needed, we will provide support to working groups under the SAF Grand
Challenge.

Period B, Task 3 - Carbon Capture and Sequestration
The Pennsylvania State University

Objective
Understand how CCS could be integrated with sustainable aviation fuel development.

Research Approach

The new area of research involves a technical focus on integration of CCS with liquid fuel production and examination of soil
organic carbon. For this task, Dr. Anne Menefee will focus on the technical viability and sustainability of integrating liquid
fuel production with CCS. Her research is broadly focused on decarbonization of the energy sector; she has extensive
experience specifically in carbon sequestration. Across scales, her research ranges from exploring fundamental
geochemical-geomechanical feedback in stressed fracture systems that are targeted by subsurface sequestration operations
to evaluating the system-level environmental impacts of emerging technologies that can both curb net emissions and be
self-sustaining in the market. Most relevantly, she has worked on life-cycle and techno-economic assessments of subsurface
technologies for carbon sequestration and waste management in the energy sector.

Milestone
This work has recently started.

Major Accomplishments
None.

Publications
None.

Outreach Efforts
None.

Awards
None.

Student Involvement
None.




Plans for Next Period

Because approval for this work was delayed, this work has just started. Additional consultation with the ASCENT 001 Team
is needed regarding the proposed and potential next steps. This technical work should support implementation of the SAF
Grand Challenge, the International Civil Aviation Organization Committee on Aviation Environmental Protection, and/or both.

Period B, Task 4 - Organic Soil Carbon

The Pennsylvania State University

Objective
Understand how organic soil carbon might be integrated with sustainable aviation fuel development.

Research Approach

This is another new area of research identified by the ASCENT 001 team. As part of the request on this topic, we identified
Dr. Armen R. Kemanian to join the ASCENT 001 Team. The research approach for this task will involve identifying critical
questions and refining the scope of work (Task 4.1); conducting a literature review (Task 4.2); and drafting a review
manuscript analyzing the opportunities to link organic soil carbon and SAF (Task 4.3).

Milestone
This work has recently started. Dr. Kemanian provided an initial presentation of ideas to think about during the August 25,
2022 ASCENT 001 team meeting.

Major Accomplishments
None.

Publications
None.

Outreach Efforts
Presentation, ASCENT 001 Team (August 2022): “Agroecosystem Productivity and Carbon Intensity when Producing
Aviation Fuel: Amplifying Opportunities and Taming Trade-offs.”

Awards
None.

Student Involvement
None.

Plans for Next Period

Because approval for this work was delayed, this work has just started. Additional consultation with the ASCENT 001 Team
is needed regarding the proposed and potential next steps. As with the technical work associated with CCS, this technical
work should support implementation of the SAF Grand Challenge, the International Civil Aviation Organization Committee
on Aviation Environmental Protection, and/or both.
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Professor and Director
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2506 Jacob Dr., Knoxville, TN 37996
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University Participants

University of Tennessee
e P.I.: T. Edward Yu, Professor
e FAA Award Number: 13-C-AJFE-UTenn, Amendments 09, 11,13, 15, 17
e Period of Performance: October 1, 2021 to September 30, 2022
e Tasks:
1. Assess and inventory regional forest and agricultural biomass feedstock options
2. Develop national lipid availability analysis as feedstock for SAF
3. Lay the groundwork for supplying lipid and/or biomass for SAF production in Tennessee and the
Southeastern United States
4. Perform biorefinery infrastructure assessment and siting (supporting role)

Project Funding Level

Total estimated project funding: $1,375,000 (total 6-year funding)/$800,000 (this year)

Total federal and non-federal funds: $1,375,000 (total 6-year funding)/$1,375,000 (this year)

The UT Institute of Agriculture, in support of the project, provided faculty salary. Additional non-federal support was
derived from contributions from the stakeholder group.

Investigation Team

Timothy Rials, Project Director (P.D.)/P.l. (UT) (Task 3)
T. Edward Yu, co-P.D./P.l. (UT) (Tasks 1,2,4)

Burton English, Faculty (UT) (Tasks 1-4)

Kim Jensen, Faculty (UT) (Task 2)

Jim Larson, Faculty (UT) (Task 2)

Carlos Trejo-Pech, Faculty (UT) (Task 1)

David Hughes, Faculty (UT) (Task 3)

Jada Thompson, Faculty (UT) (Task 1)

Tongtong Lee, Master’s Graduate Student (UT) (Task 2)

Project Overview

UT will lead the feedstock production (Task 1) component of the project. This component targets the need to assess and
inventory regional forest and agricultural biomass feedstock options and delineate the sustainability impacts associated with
various feedstock choices, including land-use effects. UT will lead the national lipid supply availability analysis, using
POLYSYS to develop information on the potential impacts and feasibility of using lipids to supply aviation fuel. The team at
UT will facilitate regional deployment/production of jet fuel by laying the groundwork and developing a regional proposal
for deployment. Additionally, UT will support activities in Task 3 with information and insights regarding feedstocks, along



with potential regional demand centers for aviation fuels and coproducts, and information on current supply chain
infrastructure, as required.

Major goals include the following:

Develop a rotation-based oilseed crop scenario and evaluate potential with POLYSYS

Reevaluate the production potential of biomass feedstocks and evaluate potential with POLYSYS
Develop a database on infrastructure for the Southeast United States

Continue monthly meetings with Central Appalachia stakeholders

Initiate aviation fuel supply chain studies in the Southeast by using pine and oilseeds

Continue with sustainability work for both goals 1 and 4
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Task 1 - Assess and Inventory Regional Forest and Agricultural Biomass
Feedstock Options

University of Tennessee

Objectives

1. Complete the economic viability analysis for switchgrass, short-rotation woody crops, crop residues, forest
residues, and cover crops

2. Assistin risk-reward profit-sharing modeling by providing information from past work on cellulosic supply chains
to Pennsylvania State University (PSU)

3. Develop new supply curves for both lignocellulosic and oilseed feedstock for sustainable aviation fuel (SAF).
Because the markets for lignocellulosic biomass (LCB) feedstock, i.e., grasses, short-rotation woody crops, and
agricultural residues, are currently not well established, evaluation of the feasibility of supplying those LCB
feedstocks is important. The production, harvesting, and storage costs of the feedstocks are included in the
assessment. A variety of potential crop and biomass sources will be considered in the feedstock path, including
the following:

Oilseed crops: potentially including pennycress (Thlaspi arvense), camelina (Camelina sativa), and
carinata (Brassica carinata) as “cover crops”

Perennial grasses: switchgrass (Panicum virgatum), miscanthus (Miscanthus sinensis), and energy cane
(Saccharum complex)

Short-rotation woody crops: poplar (Populus species), willow (Salix species), loblolly pine (Pinus taeda),
and sweetgum (Liquidambar styraciflua)

Agricultural residue: wheat straw, corn stover, and other agricultural residues

Forest residue: forest residue
4. Evaluate the potential economic impacts of a mature SAF industry on regional, state, and national economies.

Research Approach

POLYSYS was used to estimate and assess the supply and availability of these feedstock options at the regional and national
levels, and different feedstock farm-gate prices. County-level estimates of all-live total woody biomass, as well as average
annual growth, removals, and mortality, were obtained from the Forest Inventory and Analysis Database. Mill residue data
were not incorporated because most of that material already has a market. The Forest Sustainable and Economic Analysis
Model (ForSEAM) will be used to estimate and predict forest residues. Forest residue encompasses removal of logging
residues, thinnings, and unmerchantable trees. Forest residues exclude any logs from areas defined as supplying sawtimber
but do include the logging residues that occur from sawtimber harvest. ForSEAM uses U.S. Forest Service Forest Inventory
and Analysis data to project timber supply according to the demand projections from the U.S. Global Forest Product Model
module of the Global Forest Product Model. Specific tasks related to this objective are outlined below. Estimates from 2020
through 2047 are made. The potential supply analysis is based on 2045 projections, although little difference exists in the
national numbers between 2025 and 2045.

Two sets of POLYSYS scenarios were analyzed:
e The initial set examined the quantity of agricultural residues coming from traditional plantings from corn,
sorghum, oats, barley, wheat, soybeans, cotton, and rice, along with the contributions of dedicated herbaceous
energy crops and short-rotation woody crops at farm-gate prices of $30 to $80 per ton in $5 increments.



Currently, the analysis has focused on $40, $60, and $80 per ton. Analysis has been extended to $90, $100, and
$110 per ton.

e A second scenario focused on oilseeds as “cover crops.” This analysis allowed for areas where corn and/or cotton
and soybeans were historically grown to add a crop between the row crop and soybeans. The analysis assumed a
6.5% decrease in soybean yield if the region switched from corn (or cotton)/soybeans to corn (or cotton)/cover
crop/soybean rotations. The data generated in these runs provided results for Task 2.

The UT Department of Agricultural & Resource Economics models supply chains for liquid and/or electricity-generating
technologies currently in use or forthcoming for the bio/renewable-energy industry by using the input-output model IMPLAN.
The approach for ethanol, biodiesel, and liquid fuels includes the establishment and production of the feedstock, the
transportation of the feedstock to the plant gate, and the one-time investment and annual operating of the facility that
converts the feedstock to a biofuel. This modeling approach may also include the preprocessing and storage of feedstocks
at depots. Also included in the supply chain analyses are the labor/salary requirements for these activities, renewable
identification numbers (RINs) and credits attributable to the conversion facility, and land-use changes for growing the
feedstock. Recent modeling has centered on the supply chain for liquid fuels by using the 179 economic areas of the Bureau
of Economic Analysis (BEA) as modeling regions (Figure 1). The data layers necessary to estimate the economic impacts are
contained in the Renewable Energy Economic Analysis Layers (REEAL) modeling system.

IMPLAN (version 3.0, using basic data for 2018) contains an input-output model based on county-level data that can be used
to estimate the supply chain economic impacts of the bio/renewable-energy industry. Data are aggregated to BEA economic
areas and then converted to BEA input-output models to measure changes in economic activity. As with all input-output
models, IMPLAN describes the buying and selling of products and the resulting transfer of money among various industries
and institutions within a BEA. Output from the model provides descriptive measures of the economy, including total industry
output (the value of all sales), employment, labor income, value added, and state/local taxes for 546 industries in each BEA.'
Each BEA IMPLAN model provides estimates of multiplier-based impacts (e.g., how siting a conversion facility will affect the
rest of the BEA economy). In analysis of the impacts of the supply chain activities, the indirect multiplier effect (i.e., the
impact on the supply chain part of the economy in this case) is also included. Multipliers are based on the assumption that
as consumers and institutions increase expenditures, demand increases for products made by local industries, which in turn
make new purchases from other local industries, and so forth. Stated another way, the multipliers in the model measure the
response of the entire BEA economy to a set of changes in production for liquid fuel technologies currently located within
the region and/or forthcoming for the bio/renewable-energy industry. The analysis uses IMPLAN’s available local purchase
percentage (LPP) option, which affects the direct impact value applied to the multipliers. Instead of a 100% direct expenditure
value (i.e., electricity, water, construction, manufacturing, or waste management) applied to the BEA multipliers, the value
reflects the BEA’s actual purchases. The analysis is achieved with Analysis by Parts, through splitting the inputs purchased
into the industries that receive the purchase and their corresponding impacts. The total impact is the aggregation of all the
parts. Each part represents an industry that provides input into the industry under consideration. In addition, labor impacts
and the impacts of changes in proprietor income are included.

1 Total industry output is defined as the annual dollar value of goods and services that an industry produces. Employment represents total
wage and salary employees, as well as self-employed people in a region, for both full- and part-time workers. Labor income consists of
employee compensation and proprietor income. Total value added is defined as all income to workers paid by employers (employee
compensation); self-employed income (proprietor income); interests, rents, royalties, dividends, and profit payments; and excise and sales
taxes paid by individuals to businesses. State/local taxes comprise sales tax, property taxes, motor vehicle license taxes, and other taxes.
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Figure 1. Bureau of Economic Analysis economic areas for input-output analysis modeling.

An example scenario is presented to show modeling capabilities. The conversion technology is a gasification Fischer-Tropsch
biorefinery with a feedstock input of 545,000 tons per year of forest residue in Central Appalachia. The distance for a logging
road for the feedstock is less than 1 mile. The biorefinery is expected to produce SAF, diesel, and naphtha. An estimated 1.1
million tons of forest residue is required at 10% moisture content. If work is conducted for 330 days per year and 10 hours
per day, an estimated 16 or 17 trucks must be emptied every hour (or one truck every 4 minutes) if a truckload comprises
20 tons of chips (longer trailers could haul 22.5 tons of chips and could unload 14 or 15 trucks per hour). Based on the
techno-economic analysis (TEA) information, for the Central Appalachia region, three biorefineries could be sited, each
producing 545,000 dry short tons or 495,000 dry metric tons per year. Each biorefinery could produce 12.6 million gallons
of SAF, 10.7 million gallons of diesel, and 6.2 million gallons of naphtha. Gross revenues for fuel are estimated at $425.0
million, with RINs contributing an additional $52.0 million. The break-even plant-gate fuel prices, when RINs and 12.2%
return on investment are assumed, are $4.90 per gallon for SAF, $5.05 per gallon for diesel, and $4.26 per gallon for
naphtha. In addition, a blender’s fee of $1 to $2 per gallon for SAF fuel might be available, thus further decreasing the costs.
Current legislation includes a blender’s fee of $2 per gallon for biodiesel and $1 per gallon for gasoline.



According to IMPLAN-estimated economic impacts, the annual economic impact to Central Appalachia if three biorefineries
were established is $1.2 billion, on the basis of an investment of $1.7 billion. Leakages occur as investment dollars leave
the region; according to the regional local purchase coefficients (i.e., LPPs), the total amount is $500 million. Thus, the
economic activity is $2.1 billion, with a multiplier of 1.7. In other words, for every 1 million dollars spent, an additional $0.7
million in economic activity is generated in the regional economy. The estimated gross regional product is $1.0 billion, and
nearly 14,000 jobs are created during the construction period of the biorefineries, thus resulting in $700 million in labor
income with multiplier effects.

Milestones

e Generated data have been passed on to the ASCENT 1 database for hardwood and softwood forest residues in the
Southeast United States for two sustainability scenarios.

e A pine pathway for the Southeast United States was developed, and the potential that exists within the region was
evaluated by using an ASCENT cellulosic pathway.
A pennycress and crush facility spreadsheet was delivered to PSU for use in risk-reward profit-sharing modeling.
Economic multipliers were developed for Fischer-Tropsch synthetic paraffinic kerosene, by using forest residues as
the feedstock, and producing SAF and naphtha.

Major Accomplishments

Recent modeling emphasis has centered on the supply chain for liquid fuels by using the Bureau of Economic Analysis’s 179
economic trading areas as modeling regions. These various data layers, which are necessary to estimate the economic
impact, are contained in UT’s REEAL modeling system. This analysis provides an example scenario to demonstrate REEAL’s
modeling capabilities. The conversion technology modeled is a gasification Fischer-Tropsch biorefinery with feedstock input
of 495,000 metric tons per year of forest residue transported to a logging road that is less than 1 mile in distance. The
biorefinery is expected to produce SAF, diesel, and naphtha. An estimated 1 million tons of forest residue is required at 50%
moisture content. On the basis of a TEA developed by ASCENT and the quantity of hardwood residues available in the Central
Appalachian region, three biorefineries could be sited, each utilizing 495,000 dry metric tons per year. The feedstock cost
at the biorefinery gate is shown in Figure 2.

Figure 2. Costs of delivered feedstocks per dry metric ton for each of the biorefineries.

Each biorefinery could produce 47.5 million liters of SAF, 40.3 million liters of diesel, and 23.6 million liters of naphtha. The
annual gross revenue for fuel required for the biorefineries to break even is estimated at $193.7 million per biorefinery. The
break-even plant gate fuel prices, if RINs and 12.2% return on investment are assumed, are $1.12 per liter for SAF, $1.15 per



liter for diesel, and $0.97 per liter for naphtha. On the basis of IMPLAN, with an input-output model and an investment of
$1.7 billion, the estimated economic annual impact to the Central Appalachian region if the three biorefineries are sited
exceeds half a billion dollars. Leakages occur as investment dollars leaving the region; according to the region’s local
purchase coefficients (i.e., LPPs), the total is $500 million. This results in an estimated $2.67 billion in economic activity with
a multiplier of 1.7; i.e., for every million dollars spent, an additional $0.7 million in economic activity is generated in the
regional economy. Gross regional product is estimated at $1.28 billion, and employment of nearly 1,200 jobs is created
during the construction period of the biorefineries, thereby resulting in $700 million in labor income with multiplier effects.
The economic activity for the feedstock operations (harvesting and chipping) is estimated at slightly more than $16.8 million,
thus resulting in an additional $30 million economic impact. The stumpage and additional profit from the harvesting of
forest residues result in $40 million flowing directly to the resource and logging operation owners. Their subsequent
expenditures result in a total economic activity increase of $71.4 million. These operations create an estimated 103 direct
jobs, for a total of 195 with multiplier effects. Direct feedstock transportation expenditures exceeding $36.7 million provide
an estimated increase in economic activity of almost $68 million, accounting for the multiplier effects (Figure 3).

Figure 3. Economic activity generated by the three biorefinery industries.

A preliminary analysis for the SAF Grand Challenge was initiated. Several goals were examined by using crop residues,
dedicated energy crops, and forest residues as feedstocks for the GTP pathway. Waste streams from human consumption
were not included, nor was oilseed production. The analysis included four scenarios of meeting 25%, 50%, 75%, and 100% of
the SAF Grand Challenge target with these feedstocks.

The impacts on agricultural prices (Figure 4a) were evaluated, along with changes in land use (Figure 4b). Pressure on
commodity prices for the grains decreased slightly over all alternative scenarios, with prices remaining the same for other
program crops. Corn acreage increased as demand for stover for SAF production increased. Meeting the 2030 market did
not substantially affect the crop markets. Figure 4c summarizes the main source of biomass feedstock over time to meet the
100% SAF Grand Challenge target. Corn stover serves as the major source (47%) of biomass feedstock, followed by wood
residues (39%) and switchgrass (34%), in 2045.



Change from baseline (2030)

Crop price 25% target 50% target 75% target 100% target
$ % $ % $ % $ %

Corn ($/bu) -0.06 -1.64% -0.06 -1.64% -0.06 -1.64% -0.06 -1.64%
Grain sorghum ($/bu) -0.01 -0.29% -0.01 -0.29% -0.01 -0.29% -0.01 -0.29%
Oats ($/bu) -0.02 -0.67% -0.02 -0.67% -0.02 -0.67% -0.02 -0.67%
Barley ($/bu) -0.01 -0.22% -0.01 -0.22% -0.01 -0.22% -0.01 -0.22%
Wheat ($/bu) 0.00 0.00% 0.00 0.00% 0.00 0.00% 0.00 0.00%
Soybeans ($/bu) 0.08 0.84% 0.08 0.84% 0.08 0.84% 0.08 0.84%
Cotton ($/1b) 0.00 0.00% 0.00 0.00% 0.00 0.00% 0.00 0.00%
Rice ($/cwt) 0.00 0.00% 0.00 0.00% 0.00 0.00% 0.00 0.00%
Hay ($/ton) 0.00 0.00% 0.00 0.00% 0.00 0.00% 0.00 0.00%

Figure 4a. Change in commodity prices with respect to the baseline solution under the SAF Grand Challenge.

Harvested Change from baseline (2030)

land 25% target 50% target 75% target 100% target
Million Million Million Million
acres % acres % acres % acres %
Corn 0.33 0.40% 0.33 0.40% 0.33 0.40% 0.33 0.40%
Grain
sorghum 0.01 0.19%  0.01 0.19%  0.01 0.19%  0.01 0.19%
Oats -0.01 -1.11% -0.01 -1.11% -0.01 -1.11% -0.01 -1.11%
Barley -0.01 -0.42% -0.01 -0.42% -0.01 -0.42% -0.01 -0.42%
Wheat -0.04 -0.10% -0.04 -0.10% -0.04 -0.10% -0.04 -0.10%
Soybeans -0.27 -0.32% -0.27 -0.32% -0.27 -0.32% -0.27 -0.32%
Cotton 0.00 0.00% 0.00 0.00% 0.00 0.00% 0.00 0.00%
Rice 0.00 0.00% 0.00 0.00% 0.00 0.00% 0.00 0.00%
Hay 0.00 0.00% 0.00 0.00% 0.00 0.00% 0.00 0.00%

Figure 4b. Change in land use with respect to the baseline solution under the SAF Grand Challenge.



Biomass 2030 2035 2040 2045

Stover (mil.dt) 140.4 143.3 151.9 168.7
Straw (mil.dt) 0 0 12 17.4
Switchgrass (mil.dt) 0 0 39.7 121.8
Miscanthus (mil.dt) 0 0 5.3 79.7
Wood residues (mil.dt) 20.1 21.8 67.7 137.7
Willows (mil.dt) 0 0 0 0.8

Figure 4c. The biomass feedstock for the SAF Grand Challenge.

Publications

Peer-reviewed journal publications

Burton, C., English, R., Menard, J., & Wilson, B. (2022). The Economic Impact of a Renewable Biofuels/Energy Industry
Supply Chain Using the Renewable Energy Economic Analysis Layers Modeling System, Frontiers in Energy
Research, 10:3389. doi: 10.3389/fenrg.2022.780795

Sharma, B.2, T.E. Yu, B.C. English, and C.N. Boyer. 2021. Economic Analysis of Developing a Sustainable Aviation Fuel
Supply Chain Incorporating with Carbon Credits: A Case Study of the Memphis International Airport. Frontiers in
Energy Research, 9:802. doi: 10.3389/fenrg.2021.775389.

Trejo-Pech, C. J., Larson, J. A., English, B. C., & Yu, T. E. (2021). Biofuel discount rates and stochastic techno-economic
analysis for a prospective Pennycress (Thlaspi arvense L.) sustainable aviation fuel supply chain. Frontiers in
Energy Research, 9:867. doi: 10.3389/fenrg.2021.770479

Outreach Efforts

The UT Institute of Agriculture and the Commercial Aviation Alternative Fuels Initiative have partnered to identify sites with
optimal woody biomass and essential supply chain infrastructure, because these factors present challenges for processors
with limited resources to conduct site assessments with sufficient detail to attract investment capital. The initial attempt will
highlight the availability of woody biomass in the region and thereby extend its potential utilization. Analysis has been
initiated for DRAX Group and USA BioEnergy.

Awards
None.

Student Involvement

Plans for Next Period
e Develop a forest harvest model
Complete several manuscripts
Continue our work on the forest sector
Continue our work on the stochastic analysis focusing on pennycress feasibility in the Southeast United States
Continue to work on the Memphis airport region analysis using camelina and pennycress as feedstocks
Work on feedstock sustainability issues
Continue working with stakeholders

Task 2 - Develop National Lipid Supply Availability Analysis

University of Tennessee

Objective
The UT team will complete the national lipid supply availability analysis by using POLYSYS to develop information on the
potential impacts and feasibility of using lipids to supply aviation fuel.



Research Approach

POLYSYS was used to estimate and assess the supply and availability of these feedstock options at the regional and national
levels. This U.S. agricultural sector model forecasts changes in commodity prices and net farm income over time. Analysis
requires consistency among the crops. Budgets have been reevaluated for pennycress, camelina, and carinata for consistent
assumptions, where possible. These budgets have been uploaded into the PSU BOX platform and sent to Washington State
University, and are available at https://arec.tennessee.edu/. Yields have been compared with literature sources and are
available at https://arec.tennessee.edu/.

Milestone
The potential oilseed cover crops and SAF production have been estimated and will be included in a manuscript.

Major Accomplishments

1. Consistent assumptions regarding the prices of inputs were reviewed, and budgets were updated. POLYSIS was
updated with the changes.

2. The pennycress spreadsheet incorporating risk into the analysis was completed and is still under review.

3. The assumptions among the three oilseed crops were compared, and we have attempted to develop spreadsheets
containing similar price data and other assumptions.

4. Analysis was run in POLYSYS by assuming on-farm prices of $0.05 to $0.20 per pound. Supplies of the oilseed
were estimated and impacts to the national and rural economies are being estimated.

Figure 5 shows the potential production areas of the three oilseed cover crops—pennycress, carinata and camelina—under
two scenarios: (a) corn/oilseed/soybeans and (b) cotton/oilseed/soybeans. The major production concentrates in the north-
central region or Corn Belt. Figure 6 presents the total oilseed cover crop production, given the six external price levels. On
the basis of the oilseed production, the potentially production of SAF and co-products under the six oilseed price levels was
determined (Figure 7). At $0.11 per pound, 54 billion pounds of oilseed could be produced and converted to nearly 5 million
short tons of oil, and eventually make 0.75 billion gallons of SAF plus other renewable fuels, if 20 facilities generating
hydrotreated esters and fatty acids are operated, 259,000 short tons would be required annually. At the highest price level
($0.20/1b), 75 billion pounds of seed could be produced and could make 1 billion gallons of SAF, thereby meeting one-third
of the 2030 target. Among those three oilseeds, the primary cover crop is pennycress (77%), followed by camelina (17%) and
carinata (6%).
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Figure 5. Total production of three oilseed cover crops in the United States.
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Figure 6. Total production of three oilseed cover crops under various external prices.
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Figure 7. Total SAF and co-products derived from three oilseed cover crops under various external prices.

Publications
See Task 1 above for publications.

Outreach Efforts
None.

Awards
None.

Student Involvement

Alan Robertson examined the impacts of fertilizer on switchgrass yield and ash content, and evaluated the biorefinery’s
desired level of fertilizer application.

Tongtong Li was included in the project to develop the stochastic budget model for pennycress.

Plans for Next Period
We plan to produce a manuscript based on the analysis.

Task 3 - Lay the Groundwork for Supplying Lipid and/or Biomass for SAF

Production in Tennessee and the Southeast United States
University of Tennessee

Objectives

The team at UT will facilitate regional deployment/production of renewable jet fuel by completing the groundwork phase of
the regional oilseed feedstock-to-biofuel pathway and developing a proposal for regional deployment in the Southeastern
United States and in Central Appalachia, thus leading to the development of SAF Regional Deployment Plans for the Southeast

and Appalachia.

Research Approach
e The approach is as in Task 1, but is focused on small areas such as Central Appalachia, Memphis, and Nashville.
e Softwood analysis is focused on the Southeast, and findings were provided in last year’s report.




e A seed trial for oilseed cover crops was developed with funding from UT seed money; we will incorporate findings
in this report for the first year under subproject 2.

Central Appalachia: second year of a multi-year project
The project was initiated at the start of the COVID-19 pandemic and was subsequently rearranged to reflect laboratory
closures and travel restrictions.

The research approach was somewhat modified to reflect these changes. A hardwood forest residue layer was developed for
BioFLAME and the Freight and Fuel Transportation Optimization Tool (FTOT) (Figures 7 and 8). An initial FTOT analysis has
been run, and adjustments to the analysis are underway.

A stakeholder group has been formed and has met multiple times. Typically, the meeting occurs on the second Thursday
of each month.

A summary of the work accomplishments under the subcontract with the Center for Natural Capital to assist in the Central
Appalachia area is provided below. Item 8 has been cancelled because of the funding decrease for 2021-2022. In addition,
the Center continues to play an active and vital role in stakeholder meetings even though the funding for the project covered
the initial year, and future years were not funded. Initial-year funding was extended for a second year through a no-cost
extension.

1. Form an expert advisory board
a. Develop an invitee list of potential advisory board members
b. Hold Zoom calls and obtain input regarding stakeholder invitees
2. Group formed
a. Monthly calls held
3. Monthly calls
a. Advise the expert advisory board regarding the needs of the airline industry
b. Identify and engage consultants with substantial experience in airline industry fuels
4. Assemble a stakeholder cabinet
5. Assist UT in identifying potential brown and green field locations
6. Review and comment on UT’s determination of the ability and willingness of forest landowners, agricultural
producers, and reclaimed mine landowners to make land available for feedstock production
7. Procure and deliver to UT 50-60 different hybrid poplar samples in chipped form from Powell Project Travel to
Powell River Project, with assistance from Virginia Tech; collect samples; cut pieces of hybrid poplar and return
them to Rapidan, Virginia, for processing into chips
a. A total of 110 pounds of hybrid poplar tree trunks only (without stems and leaves) have been procured
and delivered to UT.
b. Samples have been collected and processed; boles of hybrid poplar have been cut and sent to UT for
analysis.
8. Assist Don Hodges and his students in procuring hardwood forest residue samples from ongoing logging activities
in the region by identifying current logging operations
9. Form a task force to prepare proposals to fund follow-on work
a. A group of energy-related companies has been compiled, and contacts are being made to solicit interest in
building a biorefinery in the region. One company has prepared a high-level proposal to install wood
pyrolysis systems to break down feedstock and deliver it to a biorefinery.
10. Make considerable efforts to reach out to other related projects in the region
a. The most notable project is MASBIO based at West Virginia University. The MASBIO leadership took the
lead on a proposal to the U.S. Department of Commerce.

The team initiated a workforce analysis for the Appalachian region. The goal is to assess the nature of the demand for
workers (quantity and quality) that a wood-based biofuel processing facility would have on a regional economy, and the
ability and willingness of workers in the area to meet this demand, by using BEA region 66 as an example. To assess the
former, the level of employment required by the biofuel firm (IMPLAN sector 163) is translated into a set of demand for
specific workers by occupation. Occupations are then translated into a set of skill sets via IMPLAN’s analysis of O*NET skills
by occupation analysis. To assess the latter, we estimate changes in the local workforce to determine candidates likely to
seek employment. Major changes in employment by economic sector are translated into occupational changes and then skill



changes by using the IMPLAN-O*NET analysis. A weighted average is then used to provide a supply of workers by skill set;
the skill sets in turn are compared with those likely to be sought in prospective workers at the biofuel firm.

As shown in Table 1, in terms of the skill characteristic ability, workers assumed to be regional job seekers do not necessarily
have the skills sought by the biofuel processing firm. Attributes that show a “good” match in terms of worker demand
(IMPLAN sector 163) and supply (job seekers) include oral comprehension and expression, deductive reasoning, and inductive
reasoning. However, attributes such as written comprehension, written expression, and originality are relatively important
to the biofuel firm, but the ability of job seekers to supply such attributes may be lacking. Across all 52 ability attributes
that we examined, a Wilcoxon test statistic (646.5) indicated a significant difference in rank (alpha = .01 level) indicating a
possible mismatch between the skills desired by the firm and the ability of the available regional workforce to readily supply
such skills.

Table 1. Ability as an example: Biofuel firm’s (sector 163) vs. regional job seekers’ rank of attribute importance (more than
52 attributes) with respect to worker skills.

Ability category ‘ IMPLAN sector 163 Job seekers
Oral comprehension 1 1
Written comprehension 2 20
Oral expression 3 3
Written expression 4 26
Fluency of ideas 5 29
Originality 6 31
Problem sensitivity 7 4
Deductive reasoning 8 8
Inductive reasoning 9 10
Information ordering 10 6

Note: Underlining indicates a close match, and bold denotes a possible mismatch, between the demand for worker skills
and the ability of local workers to provide such skills.

The hybrid poplar samples were evaluated by the Center of Renewable Carbon’s lab headed by Niki Labbe. Collaborating
with a hardwood National Institute for Food and Agriculture project, the laboratory characterized the feedstock performance
and conversion potential of Central Appalachia region hardwood forest thinnings, harvest residuals, and short-rotation
woody crops from university experimental plots and reclaimed surface mine lands, and the invasive species that have
colonized formerly mined lands; in addition, their locations and costs were defined. Hardwood residue biomass was collected
from various locations and preprocessed (drying and size reduction) for near-infrared data collection and wet-chemistry
analysis.

Major Accomplishments
e The Nashville modeling work using cover crop oilseeds has been completed. The next step will be to develop a
regional deployment plan after risk and uncertainty are evaluated.
e The Memphis modeling work has been initiated, but analysis has not begun. Analysis will be initiated during the
second quarter of 2023.
e The Central Appalachian Project has a regular stakeholder group meeting and held its initial workshop online to
discuss state and national incentives for SAF development in the region.

Publications
None.



Outreach Efforts
None.

Awards
None.

Student Involvement
None.

Plans for Next Period (Year)
e Complete the Central Appalachian Regional Deployment Plan
e Continue to work on the Nashville Regional Deployment Plan
e Continue to work on the Southeast Regional Deployment Plan
e Continue to work on the Memphis Regional Deployment Plan

Task 4 - Biorefinery Infrastructure and Siting (Supporting Role)

University of Tennessee

Objective
Provide feedstock support to other members of ASCENT as requested.

Research Approach

This task involves providing necessary input through research efforts by using feedstock tools developed before or as part
of this project. The approach will vary as questions arise from other universities. We have received two requests, which were
met this year: a request from PSU regarding the cost of feedstock production and a request from FTOT for information on
feedstock availability in the Central Appalachian region. We also discussed the potential of assisting the University of Hawaii
with economic analysis of the Hawaii feedstock and conversion effort.

Milestones
e Delivered the feedstock spreadsheets on oilseeds
e Developed a hybrid poplar spreadsheet, which is under review
e  Worked with WSU in TEA assessment

Major Accomplishments
See Tasks 1 and 3 above.

Publications
None.

Outreach Efforts
None.

Awards
None.

Student Involvement
None.

Plans for Next Period
e Enhance economic indicator analysis
e Review feedstock spreadsheets, and make them available online
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University Participants

Massachusetts Institute of Technology (MIT)
e P.L.: Professor Steven R. H. Barrett; co-P.l.s: Dr. Florian Allroggen, Dr. Raymond Speth
e FAA Award Number: 13-C-AJFE-MIT, Amendment Nos. 003, 012, 016, 028, 033, 040, 048, 055, 058, 067, 082,
088, and 096
e Period of Performance: August 1, 2014 to September 19, 2023
e Tasks (for reporting period October 1, 2021 to September 30, 2022):

1.

Support U.S. participation in the International Civil Aviation Organization Committee on Aviation
Environmental Protection (ICAO CAEP) to enable appropriate crediting of the use of sustainable aviation fuels
(SAFs) under the Carbon Offsetting and Reduction Scheme for International Aviation (CORSIA)

Support U.S. participation in the ICAO CAEP by performing core life-cycle analysis (CLCA) to establish default
values for use under CORSIA

Contribute to the development of the fuel production assessment for CORSIA-eligible fuels

Develop methods for probabilistic life-cycle analyses and techno-economic analyses in the context of
assessing U.S.-based SAF production

Support knowledge sharing and coordination across all ASCENT Project 01 universities working on SAF
supply-chain analyses

Hasselt University (UHasselt, through subaward from MIT)
e P.l.: Professor Robert Malina
e Period of Performance: September 1, 2016 to August 31, 2023
e Tasks (for reporting period October 1, 2021 to September 30, 2022):



1. Support and provide leadership for U.S. participation in ICAO CAEP to enable appropriate crediting of the
use of SAFs under CORSIA, particularly as it relates to feedstock classification and pathway definitions

2. Support U.S. participation in ICAO CAEP by performing CLCA to establish default values for use under CORSIA

3. Contribute to the development of fuel production assessment for CORSIA-eligible fuels

Project Funding Level

This project received $4,035,000 in FAA funding and $4,035,000 in matching funds. The sources of the match are
approximately $632,000 from MIT, plus third-party in-kind contributions of $809,000 from Byogy Renewables, Inc.;
$1,038,000 from Oliver Wyman Group; $1,155,000 from NuFuels, LLC; and $401,000 from Savion Aerospace Corporation.
Funding is reported for the entire period of performance indicated above.

Investigation Team

Principal Investigator: Prof. Steven Barrett (MIT) (all MIT tasks)
Principal Investigator (UHasselt Subaward): Prof. Robert Malina (UHasselt) (all UHasselt tasks)
Co-Principal Investigator: Dr. Florian Allroggen (MIT) (all MIT tasks)
Dr. Raymond Speth (MIT) (Task 4)
Co-Investigators: Dr. Sergey Paltsev (MIT) (Task 3)
Dr. Jennifer Morris (MIT) (Task 3)
Postdoctoral Associates: Christoph Falter (MIT) (Task 3)
Freddy Navarro Pineda (UHasselt) (all UHasselt tasks)
Research Specialist: Matthew Pearlson (MIT) (Tasks 2 and 4)
Graduate Research Assistants: Tae Joong Park (MIT) (Task 1, 2 and 4)

Sarah Demsky (MIT) (Task 4)

Project Overview

The overall objectives of ASCENT Project 01 (AO1) are to (a) derive information on regional supply chains to explore scenarios
for future SAF production and (b) identify supply-chain-related obstacles to commercial-scale production in the near term
and to larger-scale adoption in the longer term. For the reporting period, the MIT/UHasselt team contributed to these goals
by (a) providing leadership in the International Civil Aviation Organization Committee for Aviation Environmental Protection
(ICAO CAEP) CLCA Task Group of the Fuels Task Group (FTG), which is mandated to calculate life-cycle greenhouse gas (GHG)
emissions associated with the use of SAF, (b) performing core life-cycle GHG emissions analyses to enable the inclusion of
additional SAF pathways under CORSIA or verify CLCA values calculated by other institutions, (c) contributing to SAF
availability assessments, (d) analyzing U.S.-produced SAF potential and their life-cycle emissions and costs, including options
to further reduce the environmental footprint of SAFs, and (e) contributing to knowledge transfer in the ASCENT 01 team.

Task 1 - Support and Provide Leadership for U.S. Participation in ICAO
CAEP to Enable Appropriate Crediting of the Use of SAFs under CORSIA,
Particularly as it Relates to Feedstock Classification and Pathway

Definitions
Massachusetts Institute of Technology
Hasselt University

Objectives
The overall objective of this task is to provide leadership for, and support to, the FAA in its engagement with the ICAO CAEP

FTG (during CAEP/12 and CAEP/13). The specific focus of the work during this reporting period was (a) to support preparation
of FTG papers for submission to the CAEP/12 meeting; (b) to help define the FTG work program for CAEP/13; (c) to update
feedstock classifications and the list of pathways to be considered for CLCA; and (d) to provide guidance on the inclusion of
power-to-liquid (PtL) fuels in CORSIA.



Research Approach

To achieve the goals outlined above, the team continued to co-lead the CLCA Task Group of the FTG. Prof. Malina acted as a
co-lead. This role ensures that Prof. Malina remains a focal point of CLCA research, so that specific research tasks can be
guided efficiently and effectively. The following research has been conducted in support of the leadership role:

Prepare for CAEP/12 and define the work program for CAEP/13

The UHasselt and MIT worked closely with the FAA and other FTG members to (a) prepare FTG input to the CAEP/12 meeting
and (b) to define and review the work program for the CAEP/13 cycle. The main goal of the team was to ensure that the tasks
reflect the current state of the art in SAF research, are in line with existing methods and concepts of FTG, and are defined
sufficiently.

Update feedstocks and pathways

The UHasselt and MIT team worked with the CLCA subgroup to update and prioritize the list of feedstock-to-fuel pathways,
and to assign lead modeling groups for each of the pathways that were set to be the priority. The team also provided support
to FTG regarding feedstock classification, including guidance for CORSIA-approved sustainability certification schemes.
Guidance has been made publicly available through CORSIA online (“Frequently Asked Questions,” 2023). Finally, the team
worked with other FTG experts in agreeing upon a definition for PtL fuels (see below).

Guidance on including PtL fuels

During CAEP/13, FTG was tasked with developing an actual-value method for PtL fuels. The MIT and UHasselt team are co-
leading this effort through collaboration among the CLCA, Sustainability, and induced land-use change (ILUC) subgroups
within FTG. During the reporting period, the team worked toward capturing a range of potential conversion technologies
which use electricity as a significant input (Figure 1). The definition covers not only “pure PtL” pathways, which use hydrogen
made from low-carbon electricity and CO, captured from the atmosphere or from industrial point sources, but also more
conventional SAF production pathways using hydrogen from electrolysis.

Because electricity is a major input in the production of CORSIA-eligible fuels, its characteristics must be assessed. Most
importantly, the source of electricity can substantially influence the life-cycle GHG emissions of the fuel (Figure 2). At the
same time, electricity produced from low-carbon and high-carbon sources cannot physically be distinguished, particularly if
the fuel production facility is connected to an electricity grid fed by multiple sources. Therefore, an approach for tracing the
electricity used for fuel production is required. In addition, electric power generation, particularly from low-carbon sources,
can be intermittent, thus prompting questions regarding how electricity sourcing or storage strategies can meet the demand
of a fuel production process at a particular time, despite meeting annual average electricity requirements (Figure 3). Finally,
because electricity is used in substantial quantities for SAF production, concerns regarding competing uses of electricity and
a need for load balancing must be considered.

Figure 1. Production of CORSIA-eligible fuels using significant electricity inputs.



Figure 2. Electricity-based SAF production using a hydroprocessed esters and fatty acids (HEFA) pathway with used cooking
oil (UCO) (left) or a “pure PtL” pathway using electrolytic hydrogen, CO, from direct air capture and Fischer-Tropsch
conversion (right). Different hydrogen sources include steam methane reforming (SMR) and electrolytic hydrogen using
different electricity sources, including natural gas (NG), solar photovoltaic, and wind electricity.

Figure 3. Impact of intermittency in solar- and wind-based electricity production on electricity availability in Texas and
California. CF is the capacity factor, which reflects the availability of electricity.

Milestones

UHasselt and MIT have brought forward analyses to support progress in the areas outlined above. The results have been
presented to FTG during FTG meetings and numerous subgroup and expert meetings. Most importantly, UHasselt and MIT
experts participated in, and contributed to, numerous FTG meetings, including CAEP12_FTG/11 (October 2021),
CAEP13_FTG/01 (May 2022), and CAEP13_FTG/02 (October 2022) (see manuscripts below).

Major Accomplishments
The MIT and UHasselt team accomplished the following under this task:
1. As co-lead of the FTG CLCA Task Group, Prof. Malina drafted CLCA progress reports for FTG meetings, where CLCA
topics were discussed. In addition, Prof. Malina co-led several Task Group meetings.
2. The team helped shape preparation of the CAEP/12 meeting and contributed to the preparation of the CAEP/13 work
program for FTG.
3. The MIT team led the development of CORSIA life-cycle analysis (LCA) methods for fuels requiring significant
electricity input. The team worked with technical experts on identifying the fuel pathways, which rely on electricity
input. Furthermore, the key issues for analysis have been identified, and further work has been scoped accordingly.




Publications

CAEP/12-FTG/11-WP/05. Summary of the work on the core LCA group since FTG/03, October 2021.
CAEP/13-FTG/01-WP/04: Core LCA approach for the tasks of the CAEP/13 cycle, May 2022.

CAEP/13-FTG/02-WP/03: Summary of the progress of the core LCA subgroup on Task S.06 and S.17, October 2022.
CAEP/13-FTG/02-WP/04: Proposed path forward on CORSIA eligible fuels (CEF) using significant electricity inputs, October
2022.

CAEP/13-FTG/02-WP/14: Actual value method for CORSIA eligible fuels (CEF) using Significant electricity inputs, October
2022.

CAEP/13-FTG/02-FL/02: Core LCA pathway discussions, October 2022.

CAEP/13-FTG/02-FL/03: Flowchart threshold, October 2022.

Outreach Efforts

Progress on these tasks was communicated during weekly briefing calls with the FAA and other U.S.-delegation members to
FTG, as well as during numerous FTG teleconferences between meetings. In addition, UHasselt and MIT experts participated
in, and contributed to, FTG meetings, including CAEP12_FTG/11 (October 2021), CAEP13_FTG/01 (May 2022), and
CAEP13_FTG/02 (October 2022).

Student Involvement
During this reporting period, the MIT graduate student involved in this task was TJ Park.

Plans for Next Period

In the coming year, the MIT/UHasselt ASCENT Project 01 team will continue its work in FTG. Default CLCA values will be
calculated and proposed for additional pathways. Prof. Malina will continue to lead the CLCA Task Group. A particular focus
will be on helping to develop the actual-value method for calculating the LCA values for fuels requiring substantial electricity
inputs. Close collaboration with technical experts in the ILUC and Sustainability subgroups will be pursued.

References
Frequently asked questions. (n.d.). Retrieved February 7, 2023, from
https://www.icao.int/environmental-protection/CORSIA/Pages/CORSIA-FAQs.aspx

Task 2 - Support U.S. Participation in ICAO CAEP by Performing CLCA to
Establish Default Values for Use Under CORSIA

Massachusetts Institute of Technology
Hasselt University

Objective

During the CAEP/11 and CAEP/12 cycle, the MIT ASCENT Project 1 team took leadership in applying the agreed-upon CLCA
method to establish default CLCA values for CORSIA-eligible fuels. However, the list of pathways is not exhaustive, and
further CLCA analysis is required to enable the inclusion of SAF technologies nearing commercialization. During the current
reporting period, the team supported (a) an in-depth analysis of the impact of biomass-based process fuels on default CLCA
values; and (b) initial analyses toward the establishment of CLCA values for Fischer-Tropsch co-processing of lipid bio-
feedstocks, catalytic thermolysis, and hydroprocessed hydrocarbon (HC)-hydroprocessed esters and fatty acids (HEFA)-
synthetic paraffinic kerosene (SPK).

Research Approach

Analysis of the impacts of biomass-based process fuels on CLCA values

The GHG-emission mitigation potential of the inclusion of biomass-based energy to meet the heat and power requirements
of SAF conversion was explored. For this purpose, the team modeled the GHG emissions associated with heat and electricity
production in a range of SAF conversion stages. For the replacement scenarios, the life-cycle inventory for the cultivation
and transportation of poplar was used, with emissions from the combustion of poplar taken from the Greenhouse gases,
Regulated Emissions, and Energy use in Technologies (GREET) model. Although the emissions do not depend on how the
resulting energy from the biomass combustion is harnessed, they are adjusted according to conversion efficiencies. Heat
generation and power generation were assumed to have 90% and 40% efficiency, respectively, thus depicting scenarios using




highly efficient technologies. Biomass-based heat and energy production was then implemented with SAF conversion
processes by using the CORSIA calculation tool based on GREET v2.8 (2019). The electricity required in other stages of SAF
production was assumed to be provided by the grid with a GHG-emission intensity factor equal to that for the United States.
In total, four energy scenarios were defined, representing the different combinations for integrating biomass-based energy
into the SAF conversion process (Table 1). The first scenario represents the current baseline and does not consider any
inclusion of biomass-based energy. In contrast, Scenario 4 represents the full inclusion of biomass-based energy to meet
power and heat requirements. Scenarios 2 and 3 capture biomass-based heat or electricity use, respectively.

Table 1. Definition of the short-term SAF production scenarios.

Energy Use of electrl_cny from Use of natural gas Remarks
scenario the grid
1 Yes Yes Reference scenario (default LCA values without ILUC)
2 No Yes Effect of natural gas
3 Yes No Effect of electricity from the grid
4 No No Combined biomass-based energy integration

The avoided GHG emissions associated with the inclusion of biomass-based energy into the conversion stage are shown in
Table 2. Because the Fischer-Tropsch (FT) and Synthesized Isoparaffins (SIP) pathways are self-sufficient in terms of energy
requirements, they are not affected by the inclusion of biomass-based energy. For all other pathways, the GHG mitigation
potential of the inclusion of the biomass-based electricity is <3 g CO,./MJs, with the exception of ethanol alcohol-to-jet (ATJ)-
or isobutanol ATJ-based SAF production using corn grain (GHG mitigation potential of 6-7 g CO,./MJss). In comparison, the
GHG-emission reduction potential of biomass-based heat production is high for almost all SAF production pathways, reaching
30 g COse/MJsar.

Table 2. Avoided GHG emissions due to the inclusion of biomass-based energy in the SAF conversion stage. Data are in g
COZE/MJSAF-



Evaluation of Fischer-Tropsch co-processing, catalytic thermolysis, and HC-HEFA-SPK
Work has been initiated to obtain the necessary data for the modeling of these pathways from producers. For the catalytic
hydrothermolysis pathway, a first-order LCA was conducted.

Figure 4. Flowchart of the catalytic hydrothermolysis pathway.

As shown in Figure 4, the catalytic hydrothermolysis pathway transforms biomass into bio-oil by using hot pressurized water
(at 280-340°C and 15 MPa). Publicly available data are limited regarding the mass and energy balances of the process. The
life-cycle GHG emissions of SAF production via catalytic hydrothermolysis have been estimated to fall between 17 and 43 g
CO.eq/MJsa.

Milestones

The work described above has been documented in working papers and information papers submitted to FTG. Furthermore,
the team discussed the work outlined above with various technical experts. UHasselt and MIT experts participated in, and
contributed to, the FTG meetings held during the reporting period, including CAEP12_FTG/11 (October 2021),
CAEP13_FTG/01 (May 2022), and CAEP13_FTG/02 (October 2022).

Major Accomplishments
The MIT and UHasselt team accomplished the following under this task:
1. The team finished a comprehensive assessment of the quantitative impact of the inclusion of process biomass fuels
on life-cycle GHG emissions of different SAFs.
2. The team developed a first assessment of new pathways to be considered for CLCA analysis in the future.
3. The team published a journal publication on the CORSIA default values (see below).

Publications

Peer-reviewed journal publications

Prussi, M., Lee, U., Wang, M., Malina, R., Valin, H., Taheripour, F., Velarde, C., Staples, M. D., Lonza, L., & Hileman, J. I. (2021).
CORSIA: The first internationally adopted approach to calculate life-cycle GHG emissions for aviation fuels. Renewable and
Sustainable Energy Reviews, 150, 111398. doi: 10.1016/j.rser.2021.111398

Written reports
CAEP/12-FTG/11-WP/05. Summary of the work on the core LCA group since FTG/03, October 2021.
CAEP/13-FTG/01-WP/04: Core LCA approach for the tasks of the CAEP/13 cycle, May 2022.

Outreach Efforts

Progress on these tasks was communicated during weekly briefing calls with the FAA and other U.S.-delegation members to
FTG, as well as during numerous FTG teleconferences between meetings. In addition, UHasselt and MIT experts participated
in, and contributed to, FTG meetings, specifically CAEP12_FTG/11 (October 2021), CAEP13_FTG/01 (May 2022), and
CAEP13_FTG/02 (October 2022). Professor Malina also presented the default CLCA values at the 2022 FAA AEC Emissions
Roadmap meeting in May 2022.




Plans for Next Period

The team will continue to perform attributional CLCA to establish default values for use under CORSIA. More specifically, the
team expects to support efforts to determine CLCA values for mixed animal fat HEFA, mixed animal fat co-processing, and
FT co-processing. The team will also conduct a comprehensive local sensitivity analysis to understand the sensitivity of the
CLCA default values to changes in input parameters. This process will guide FTG in defining requirements for different types
of SAF to qualify under a certain default value.

Task 3 - Contribute to the Development of the Fuel Production Assessment
for CORSIA-eligible Fuels

Hasselt University
Massachusetts Institute of Technology

Objective

The team aimed to contribute to the development of the fuel production assessment for CORSIA-eligible fuels to the year
2035, on the basis of detailed information gathered in a fuel production database. The data were further extrapolated to the
year 2050. During the reporting period, the team worked jointly with researchers from Washington State University to finalize
fuel production estimates for the long-term aspirational goal (LTAG) report, including the availability of fuels from biomass
and waste streams, as well as waste CO, sources and atmospheric CO, (direct air capture). For the latter pathways, detailed
modeling was developed under ASCENT Project 52.

Research Approach

The research team maintains a short-term projection database of publicly available production announcements from
companies planning to produce SAFs over the next 5 years. Using this database, and a set of criteria and assumptions, the
team modeled a short-term SAF production ramp-up under five production scenarios (low, moderate, high, high+, and max).
These scenarios differed with respect to the types of companies included, the maturity of the production plans, and the
assumptions concerning product slate and the success rates of the announced production plans. The resulting ramp-ups
from each scenario were taken as a starting point to forecast SAF production to 2035, assuming a diffusional approach,
which was then extended to 2050. For fuels that leverage waste CO, sources from industrial installations and from direct air
capture, electricity-based SAF production via the Fischer-Tropsch process with hydrogen produced from low-carbon
electricity via electrolysis was considered. The availability of renewable electricity and CO, sources are modeled as factors
limiting the availability of these SAFs.

The scenarios were combined to obtain insights into the scale-up curves for SAF production. The results (Figure 5) indicate
that, even in the most favorable scenarios, neither biofuels nor PtL alone could fully displace conventional jet fuel by 2050.
In contrast, a combination of both technologies would enable full replacement by 2045 (in the most optimistic case).
Regarding total emissions, using either technology alone would leave the aviation industry with annual emissions of at least
300 Mt/year because of limited scale-up potentials and residual emissions. A combination of both fuel pathways with
emphasis on PtL production could minimize emissions. We note that the combined potential of biofuels and PtL exceeds the
maximum jet fuel demand in 2050 under the moderate and high scenarios. If preference were given to biomass-based SAFs
(covering the remaining volumes with PtL-based SAFs), the net emissions would reach 265-709 Mt CO,eq. In contrast, if
preference were given to PtL-based SAFs, the net emissions would reach 218-350 Mt CO.eq.



Figure 5. GHG emissions of the aviation industry (left) using SAFs, and SAF decarbonization potential (right) under the
analyzed scenarios.

Milestone
Both the SAF production scenarios and the fuel production scenarios for fuels produced from waste CO, and atmospheric
CO, provide the scientific basis for the fuel availability assessments under LTAG.

Major Accomplishments
The team developed comprehensive scenarios of future availability of SAFs and provided the data as input to LTAG. The
results were included in the LTAG report.

Publications

Written reports

ICAO (2022). Report on the Feasibility of a Long-term Aspirational Goal (LTAG) for International Civil Aviation CO, Emission
Reductions. https://www.icao.int/environmental-protection/LTAG/Pages/LTAGreport.aspx

Outreach Efforts

Progress on these tasks was communicated during weekly briefing calls with the FAA and other U.S.-delegation members to
FTG, as well as during numerous FTG and LTAG teleconferences. Results have been included in the LTAG report and are
regularly presented as part of the results.

Plans for Next Period
The team will continue to update scenarios and projections as needed.

Task 4 - Develop Methods for Probabilistic Life-cycle Analyses and

Probabilistic Techno-economic Analyses of SAFs
Massachusetts Institute of Technology

Objective

Analysis of the potential for U.S.-based SAF production

Work conducted under this project in previous reporting periods has shown that the availability of biomass may limit
biomass-based SAF production in the United States. During the current reporting period, the team aimed to understand
pathways for increasing SAF supply, including expanding land use for biomass production, rerouting existing biomass
production, and decoupling SAF production from bioenergy supply through PtL pathways. The rerouting of biomass



production was specifically considered for ethanol. As electric cars are adopted in the United States, the demand for ethanol
from the road sector is expected to decrease, thereby offering additional potential for SAF production.

Analysis of approaches for reducing the carbon footprint of U.S.-based SAF production

Under the SAF Grand Challenge, the minimum reduction in life-cycle GHG emissions for SAF volumes to be counted against
the goals of the challenge is a 50% (89 gCO,e/MJ to 44.5 gCO.e/MJ) (DOE, 2022). As shown in the current CORSIA default
life-cycle emissions assessments, many fuels might not meet this target (Figure 6). The team analyzed potential levers for
reducing the life-cycle GHG emissions of different pathways and worked toward understanding the maximum
decarbonization potential of SAFs while considering process innovation. Such an analysis not only is important for the SAF
Grand Challenge but also supports the long-term ambitions of the aviation sector to reach net-zero CO, emissions.

Research Approach

Analysis of potentials of U.S.-based SAF production

Previous studies performed by this team have shown that the United States might not be able to produce sufficient biomass
for meeting 2035 U.S. jet fuel demand with bio-based SAFs through expanding agricultural land use, because of limited land
availability and suitability. During this reporting period, the team analyzed whether additional pastureland conversion could
mitigate these concerns. According to the analysis, approximately 40% of existing pastureland in the United States would
need to be converted to cropland to produce sufficient energy crops. Such a conversion is possible under aggressive
assumptions for pastureland requirements.

Another approach for meeting the demand could rely on rerouting ethanol from road transportation into SAF production. In
the most optimistic biomass availability scenario, an additional 10.5 billion gallons of ethanol would be needed to meet
2035 jet fuel demand. In 2021, the United States produced a total of approximately 17.5 billion gallons of ethanol; therefore,
approximately 60% of the total ethanol production would be needed to close the gap in SAF production.

The team also assessed how PtL-based SAFs could help increase SAF supply. According to a preliminary assessment assuming
current technology, the cost of such a scenario would be very high. However, future process innovation could make such a
strategy more realistic.

Analysis of approaches for reducing the carbon footprint of U.S.-based SAF production

Because the SAF Grand Challenge focuses on the United States, the team initially analyzed SAF production by using feedstocks
grown in North America, specifically soybean, rapeseed/canola, camelina, carinata (Brassica carinata), and corn. Figure 6
shows the considered pathways as well as their associated CLCA, ILUC, and total life-cycle emissions (LSf) CO.e values
published under the CORSIA default values. As shown, SAFs from HEFA soybean and rapeseed, and from ATJ and ethanol-to-
jet (ET)) corn grain currently may not qualify for the SAF Grand Challenge target of 44.5 gCO,e/MJ. SAFs from HEFA camelina
and carinata already meet the SAF Grand Challenge target because of negative ILUC values. Similarly, HEFA corn has an ILUC
value of zero, because the corn oil from DDGS is considered a by-product (ICAO, 2022B). We note that the default values
presented here reflect default assumptions; individual producers might have implemented innovations to reduce the life-
cycle GHG emissions of their processes.



Figure 6. CORSIA default values for CLCA, ILUC, and LSf for HEFA, ATJ, and ETJ fuels from North American agricultural
feedstocks. Note that individual producers might have introduced process innovations to reduce life-cycle GHG emissions.
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Figure 7. Corn grain ethanol-to-jet potential CO, reductions from the current CORSIA LSf value.

The team then analyzed how the soybean- and corn-based processes could be optimized to reduce GHG emissions. The corn
grain ETJ process and the HEFA soybean process were considered for that purpose.

Through detailed analysis, the following approaches for GHG emissions savings were identified for the corn ETJ process
(Figure 7):
1. Natural gas combustion: The default values for the corn ETJ process were calculated with GREET 2011. Assuming
improved technology, lower emission factors for natural gas handling and combustion (Argonne National Laboratory,
2022) can be used, thus leading to an emissions saving of 8.1 gCO.e/MJ.
2. Electric farming: If all fossil fuel use in farming is replaced with electric energy (e.g., electric tractors), a 1.9 gCO,e/MJ
reduction can be achieved if the electricity is sourced from 100% wind energy (emissions factor of 11 gCO,e/M)).

81



3. Hydrogen use: If all H; used in the fuel conversion process is sourced from electrolysis using 100% wind electricity
(instead of steam methane reformation), a 3.1 gCO.e/M]J life-cycle GHG emissions reduction can be achieved.

4. Electricity use: If the U.S. grid electricity used in the fuel conversion step is replaced by 100% wind electricity, 7.4
gC0.e/MJ can be eliminated from the life-cycle GHG emissions.

5. Heat production: If all fossil natural gas use in the fuel conversion stage is replaced with renewable natural gas
sourced from municipal solid waste, a savings of 43.7 gCO,e/MJ is achievable.

6. Carbon capture: If biogenic CO, emissions from the ethanol fermentation step is captured and permanently stored,
the life-cycle GHG emissions of the fuel can be reduced by 34.1 gCO,e/MJ reduction (Spaeth, 2021).

Together, if all these measures are implemented, the corn ET) process could be brought to negative life-cycle GHG emissions
at -7.5 gC0O,e/M]J of SAF. Further reductions could be achieved, for example by including green fertilizer, by decarbonizing
feedstock and fuel transportation, or by applying agricultural practices that decrease ILUC emissions. These reductions would
allow SAFs from the ETJ) process to not only meet the SAF Grand Challenge qualification target but also be compatible with
the aviation sector’s long-term decarbonization ambitions.

A similar analysis was conducted for the HEFA soybean process (Figure 8). The analysis shows that the LSf value of the
process could be reduced to 35.9 gCO,e/MJ (including ILUC), thereby meeting the SAF Grand Challenge qualification target.
Again, additional reductions would be possible from green fertilizer, decarbonized transport of feedstock and fuel, and low
land use change farming practices. However, the emissions reductions of this process are inherently limited, partly because
of the emissions associated with the growing cycle of the soybean plant itself.

Figure 8. HEFA soybean SAF potential CO, reductions from the current CORSIA LSf value.

Milestone
A baseline analysis has been completed and is being prepared for publication in the scientific literature. The SAF Grand
challenge analysis of life-cycle emissions has been completed.

Major Accomplishments
First presentation of results and discussion with stakeholders.

Publications
None.



Outreach Efforts
MIT presented the work under this task to the ASCENT 1 Team meeting in May 2022 and to the ASCENT Fall meeting in
October 2022.

Student Involvement
The MIT graduate students involved in this task were Sarah Demsky and TJ Park.

Plans for Next Period
MIT will continue to apply and refine the regional stochastic modeling, specifically focusing on PtL as well as cover crops and
double-cropping. In addition, together with WSU, MIT will assess the costs of optimized SAF production pathways.
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Task 5 - Support Coordination of All AO1 Universities’ Work on SAF Supply
Chain Analyses

Massachusetts Institute of Technology

Objective

The objective of this task is to provide support for coordination of all ASCENT Project 1 (AO1) universities’ work on SAF
supply chain analysis. The sharing of methods and results decreases the replication of AO1 universities’ work on similar
topics.

Research Approach
The MIT AO1 team performed several functions to accomplish this task. Specifically, the team:

e Participated in the bi-weekly AO1 coordination teleconferences, which served as a venue to discuss progress in
various grant tasks and learn about the activities of other ASCENT universities, and also presented current research
on co-processing to the AOT universities

e Contributed to efforts for developing a special journal issue on SAFs, based on the research conducted under A01

Milestone
The MIT ASCENT AO1 team presented current research to other ASCENT universities.

Major Accomplishments
The major accomplishments associated with this task include participation in bi-weekly AO1 coordination teleconferences;
presentation of current research to other ASCENT universities; and contribution to the development of a journal special issue.




Publications
None.

Outreach Efforts
See above.

Awards
None.

Student Involvement
None.

Plans for Next Period
Continued engagement in bi-weekly teleconferences and other events to disseminate MIT’s AO1 work.
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Project Overview
During this reporting period, the MS&T/Aerodyne team collaborated with Honeywell to collect and interpret nvPM data for
a combustor rig to assess ambient effects on nvPM emissions.

Task 1 - Collect nvPM Data in a Combustor Rig to Assess Ambient Effects

on nvPM Emissions
Missouri University of Science and Technology

Objectives
The nvPM emissions from aircraft engines are affected by changing inlet conditions. A combustor rig test provides the most

flexibility for quantifying the impact of changing conditions on nvPM emissions and developing methods for use in inventory
modeling. The MS&T/Aerodyne team has worked with Honeywell to conduct combustor rig tests, collect nvPM mass and
number emissions data, and perform data analysis to determine predictive emissions index models and nvPM ambient
corrections.

Research Approach
Research Goals
e Define and assemble a standardized nvPM measurement system that will include the same Mobile Measurement
System used to sample nvPM from 25 Honeywell HTF7350 production engines in 2017
e Design and fabricate the nvPM emission rakes and combustor rig adaptive hardware required to enable nvPM
and gaseous emissions data to be acquired from Honeywell’s existing HTF7000 Combustor Test Rig
e Perform four combustor rig tests with Jet A and three alternative fuels
Vary combustor test conditions (derived from engine cycle performance analysis, covering a range of engine
ambient inlet conditions on the ground and at altitude), and measure nvPM emissions
e Analyze data to inform performance-based nvPM emissions modeling for all altitudes

Summary of the Jet A data set for the Honeywell HTF7000 Combustor Rig Measurements

Six different temperature points (idle to 100% thrust) were studied as a function of corrected flow, fuel/air ratio, and
pressures. One-factor-at-a-time perturbations enabled exponents to be calculated for each control variable. Facility
constraints limited the measurements to approximately half of the 100% Landing and Take Off (LTO) full engine pressure.
Elm, nvPM number (El#), NO,, CO, Unburned Hydrocarbons (UHC) and smoke numbers were gathered, and the following
correlating parameters were evaluated: Combustor inlet pressure (Pg), combustor inlet temperature (Tj), combustor primary

zone, equivalence ratio (¢>PZ), and combustor referred flow (correlates with pressure drop). Other parameters also assessed
were exit temperature (T4), overall fuel/air ratio, residence time, and primary zone temperatures. Best-fit functions were
developed for both EIm and El#.

Elm = 6.14 x (L)(—%*e‘o's*%) X 53(4’1)2)3'2 % ((pPZ)(—12.6*(<pPZ—0.97)*(63) 035
W3¢, 100%



Conclusions
Mass and number-based emission indices (ElIm and El#) nvPM models have been developed that have good

predictive capability, including capturing non-monotonic behaviors.
The model also appears to capture trends observed in various different Turbofan engines that could be associated

with design and operating conditions.



Milestones

A rig test matrix has been devised and executed for burning exclusively Jet A. Detailed data analysis has been performed
during this reporting period. An outstanding dataset has been acquired, albeit under the constraints of the ongoing pandemic
protocol restrictions. The entire North American Reference System could not be deployed, because of travel restrictions
associated with the pandemic protocol; however, critical nvPM size measurement capabilities (Cambustion DMS500) were
deployed, and their operation was monitored remotely, thus yielding a synchronized size dataset. Analysis of the size data
has been completed.

Major Accomplishments

e Honeywell and the MS&T/Aerodyne team have assembled two standardized nvPM emissions measurement
systems.

e Honeywell has completed the design and fabrication of rakes and adaptive rig hardware required to enable nvPM
emissions measurements in the HTF7000 Combustor Test Rig.

e The calibrations required for the Honeywell and North American Reference System nvPM measurement systems
expired. Thus, these instruments have undergone recalibration.

e Specifically, data for six different temperature points ranging from idle to 100% thrust with associated variations in
corrected flow, fuel air ratio, and pressures were studied with Jet A as the candidate fuel. Facility pressure
limitations resulted in a pressure limit of approximately half of the 100% landing and takeoff full-engine pressure.
The reported mass-based emissions index (EIm) and noise-based emissions index data were corrected for
thermophoretic loss. A summary of the data interpretation to date is given below.

Publications

Published conference proceedings

Re-Examination of Engine-to-Engine PM Emissions variability using an ARP Reference Sampling and Measurement System.
Presented at ASCENT Advisory Board Meeting in Alexandria VA 5 April 2022.

ASCENT Project 002: to characterize the non-volatile Particulate Matter (nvPM) emissions and develop predictive emission
functions for a series of conventional and synthetic alternative jet fuels. Presented at the Coordinating Research
Council (CRC) Aviation Meeting Properties and Emissions” session May 5" 2022.

Outreach Efforts
e Results were presented at the Coordinating Research Council Aviation meeting, May 2022.
e A non-disclosure agreement has been established between Honeywell and the research team led by Prof. Raymond
Speath at MIT, and the data sets arising from the measurements described in this report have been shared
between Honeywell and MIT.

Awards
None.

Student Involvement

No graduate students were employed in this task; however, four undergraduate research assistants (Dominic Torre, Zachary
Alton, Aleck Barchenski, and Zachary Achterberg) were employed in pretest activities, including individual component testing
and calibration and data reduction and interpretation.

Plans for Next Period
e Re-install and perform a shake-down test of the nvPM combustor rig measurement system with rig in the test cell
e Conduct a rig test with Jet A and three sustainable aviation fuel blends (phase II)




Project 003 Cardiovascular Disease and Aircraft Noise
Exposure

Boston University

Project Lead Investigator
Junenette L. Peters

Associate Professor

Department of Environmental Health
Boston University School of Public Health
715 Albany St., T4W, Boston, MA 02118
617-358-2552

petersj@bu.edu

University Participants

Boston University (BU)
e P.Ls: Prof. Jonathan Levy (university P.1.), Prof. Junenette Peters (project P.l.)
e FAA Award Number: 13-C-AJFE-BU-016
e Period of Performance: October 1, 2021 to September 30, 2022

Massachusetts Institute of Technology (MIT)
e  Sub-P.l. and co-P.l.: Prof. R. John Hansman (sub-P.l.), Dr. Florian Allroggen (sub-co-P.l.)

Tasks (performance period)
Related to 2018 FAA Reauthorization, Section 189, Tasks 1-3:

1. Present results of analysis of hypertension and aircraft noise exposure based on the day-night average sound
level (DNL) metric, and generate new results on exposure to nighttime noise

2. For supporting analysis
a. Write up and publish final results of supporting analysis of sociodemographic patterning of aircraft noise

exposure
b. Generate final results and write up supporting analyses of trends in aircraft noise exposure

3. Generate final results and write up analysis of sleep quantity and quality, and aircraft noise exposure

4. Generate final results on cardiovascular disease (CVD) and aircraft noise exposure

5. Generate preliminary results on intermediate risk marker (adiposity) and aircraft noise exposure

Related to 2018 FAA Reauthorization, Section 189, Tasks 4 and 5:

6. Develop a model for measuring changes in business activities attributable to aircraft noise exposure,
prototype a model city, and include an assessment comparing a change in the visibility of aircraft due to a
change in aircraft flight paths

Related to 2018 FAA Reauthorization, Section 189, all tasks:

7. Draft a report on the study results for policy-makers

Project Funding Level

Total funding (3-year funding): $1,729,286

Matching funds: $1,729,286

Sources of matching funds: Nonfederal donors to the Nurses’ Health Study (NHS), Health Professional Follow-up Study
(HPFS), and Women'’s Health Initiative (WHI) cohorts



Investigation Team

Junenette Peters, P.l,, Boston University

Dr. Peters is responsible for directing all aspects of the proposed study, including study coordination, design and analysis
plans, and co-investigator meetings.

Jonathan Levy, Boston University
Dr. Levy will participate in noise exposure assessment and provide expertise in the areas of predictive modeling and air
pollution.

Francine Laden, Jaime Hart, and Susan Redline, Harvard Medical School/Brigham and Women’s Hospital

Dr. Laden is our NHS and HPFS sponsor for this ancillary study. Dr. Hart will assign aircraft noise exposures to the geocoded
address history coordinates of each cohort member. Dr. Laden and Dr. Hart will also assist in documenting data from the
NHS and HPFS, on the basis of their previous experience in research on air pollution and chronic disease outcomes in these
cohorts, and in performing appropriate analyses of hypertension and cardiovascular outcomes. Dr. Redline will lead efforts
related to noise and sleep disturbance in the NHS and WHI.

John Hansman and Florian Allroggen, Massachusetts Institute of Technology

Dr. Hansman will participate in the economic impact assessment and will provide expertise on analytical approaches for
quantifying noise. Dr. Allroggen will perform an economic impact assessment based on his expertise in analyzing the societal
costs and benefits of aviation.

Project Overview

Exposure to aircraft noise has been described as “the most readily perceived environmental impact of aviation” in
communities surrounding airports (Wolfe et al., 2014). Exposure to aircraft noise has been associated with physiological
responses and psychological reactions (Bluhm & Eriksson, 201 1; Hatfield et al., 2001) including sleep disturbances, sleep-
disordered breathing, nervousness, and annoyance (Hatfield et al., 2001; Rosenlund et al., 2001). Recent literature, primarily
from European studies, has provided evidence of a relationship between aircraft noise and self-reported hypertension
(Rosenlund et al., 2001), elevated blood pressure (Evrard et al., 2017; Haralabidis et al., 2008; Haralabidis et al., 2011; Jarup
et al., 2008; Matsui et al., 2004), antihypertensive medication use (Bluhm & Eriksson, 2011; Floud et al., 2011; Franssen et
al., 2004; Greiser et al., 2007), and the incidence of hypertension (Dimakopoulou et al., 2017; Eriksson et al., 2010). However,
the extent to which aircraft noise exposure increases the risk of adverse health outcomes is not well understood. Impacts
related to annoyance have been empirically studied with the stated preference approach (Bristow et al., 2015) and the
revealed preference approach, which often relies on analyses of transaction prices for residential properties (Almer et al.,
2017; Kopsch, 2016; Wadud, 201 3). Although the impacts of aircraft noise on individuals are well understood, little evidence
has been presented regarding the impact of aircraft noise exposure on businesses in communities located beneath flight
paths. Section 189 of the FAA Reauthorization Act of 2018 (Pub. L. 115-254) calls for a study on the potential health and
economic impacts attributable to aircraft overflight noise.

The goal of this ongoing project is to examine the potential health impacts attributable to noise exposure resulting from
aircraft flights; this project leverages ongoing work within ASCENT to respond to Section 189. This study aims to assess the
potential associations between aircraft noise exposure and outcomes such as sleep disturbance and elevated blood pressure.
The study will leverage existing collaborations with well-recognized and respected studies that have followed more than
250,000 participants through courses of their lives to understand factors that affect health. These studies include the NHS
and HPFS. Furthermore, this work is aligned with a concluded National Institutes of Health-funded effort that examined these
associations in the WHI. The research team is leveraging aircraft noise data for 90 U.S. airports from 1995 to 2015, generated
with the Aviation Environmental Design Tool; these data are being linked to demographic, lifestyle, and health data for the
participants in long-term health studies. These studies provide considerable geographic coverage of the United States,
including all geographic areas specified in Section 189.

This work also responds to the aspect of Section 189 calling for the study of economic harm or benefits for businesses
located in communities underneath regular flight paths. The study involves a first-of-its-kind empirical assessment of the
economic impacts on businesses located beneath flight paths at selected U.S. airports. These impacts are expected to be
driven by (a) potential positive economic impacts related to the airport and its connectivity, and (b) environmental impacts
such as noise, which may decrease the revenue and productivity of businesses beneath flight paths. The team proposed to



evaluate whether such impacts can be empirically identified while considering economic outcome metrics such as the gross
domestic product (GDP), employment, and revenue.

The overall aims for the 3-year project as it relates to the provisions of Section 189 are as follows:
e Perform Tasks 1-3 [Sec. 189. (b)(1-3)]: Potential health impacts attributable to aircraft overflight noise
o Investigate the relationship between aircraft noise exposure and the incidence of hypertension in the NHS
and HPFS, accounting for other individual- and area-level risk factors
o Investigate the relationship between aircraft noise exposure and the incidence of CVD in the NHS and HPFS
cohorts, and determine whether sufficient data exist to demonstrate a causal relationship
o Determine whether a relationship exists between annual average aircraft noise exposure and general sleep
length and quality in the NHS and the Growing Up Today Study (GUTS), and report whether sufficient data
exist to demonstrate a causal relationship
o Evaluate the potential relationship between residing under a flight path and measures of disturbed sleep
in the WHI WHISPER sub-study
e Perform Task 6 [Sec. 189. (b)(4-5)]: Potential economic impacts attributable to aircraft overflight noise
o0 Model noise exposure before and after the introduction of area navigation (RNAV) procedures, on the
basis of FAA flight trajectory data
o Combine noise data with yearly county-level data from the Bureau of Economic Analysis (e.g., GDP,
employment) and with city-level statistics for the years 2007, 2012, and 2017 from the Economic Census
(e.g., revenue and employment)
o Compare economic outcomes through state-of-the-art econometric approaches while controlling for
regional and national economic trends
o Evaluate whether the spatial resolution of the available data can substantially influence the study results
o New task [Sec. 189. (b)(4)]: Assess the relationship between a perceived increase in aircraft noise and
increases in visibility of aircraft, in collaboration with ASCENT 72
e  Perform Task 7: Draft report on study results for policy-makers

Task 1 - Present Final Results of Analyses of Average Aircraft Noise and

Hypertension, and Generate Results on Nighttime Noise and Hypertension
Boston University, Harvard University

Objective
The aim of this task is to present the final results of analyses of aircraft noise (DNL) and hypertension, and generate
preliminary results of analyses of aircraft noise (nighttime equivalent sound levels [L,q.]) and hypertension.

Research Approach

We intersected modeled noise exposure surfaces for 1995, 2000, 2005, 2010, and 2015 with the geocoded addresses of
the participants over the follow-up period. We selected a large set of a priori variables to be examined as confounders and/or
effect modifiers, and used time-varying Cox proportional hazards models to estimate the hypertension risk associated with
time-varying aircraft noise exposure, while adjusting for both fixed and time-varying covariates. We also performed sensitivity
analyses to address potential biases.

Milestones
e Present findings at the 182™ Meeting of the Acoustical Society of America (ASA) (May 2022)
e Generate preliminary results on aircraft noise (L) and hypertension

Major Accomplishments
e Generated tables comparing results from our study on aircraft noise (DNL) and hypertension in the NHS/NHSII for
presentations (Figure 1)
e Presented research on aircraft noise (DNL) and hypertension at the ASA meeting
e Generated preliminary results on aircraft noise (L.4.) and hypertension
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'Parsimonious model: adjusted for age, calendar year, race, physical activity, smoking status, alcohol use, dietary approaches to stop hypertension
(DASH), spouse’s educational attainment, neighborhood-level socioeconomic status, and region of residence.

2Fully adjusted model: adjusted for age, calendar year, race, physical activity, smoking status, alcohol use, DASH, spouse’s education attainment,
neighborhood-level socioeconomic status, region of residence, menopausal status, family history of hypertension, and body mass index (BMI).

Figure 1. Hazard, risk, or odds ratios (95% confidence intervals) for studies evaluating the association between aircraft
noise and hypertension, comparing our Nurses’ Health Studies (Kim et al., 2021) with previous studies.

Interpretation of our results (Kim et al., 2021) using the DNL 55-dB cut point as an example

In the combined parsimonious model, participants in NHS and NHS Il exposed to levels > DNL 55 dB had a 10% greater risk
of hypertension than participants exposed to levels < DNL 55 dB, with a 95% confidence interval (Cl) of 1% to 19%. In the
combined fully adjusted model, participants exposed to > DNL 55 dB had a 6% greater risk (95% Cl: —2%, 15%) than unexposed
individuals. The hazard ratios were relatively stable across the sensitivity analyses, including after controlling for air
pollution. The findings suggested that smoking modifies the relationship between noise and hypertension.

Task 2 - For Supporting Analyses, (a) Write up and Publish Final Results on
Sociodemographic Patterning of Aircraft Noise Exposure and (b) Generate

Final Results on Trends in Aircraft Noise Exposure
Boston University

Objective

The aim of this task is to understand changes in exposure that will facilitate the interpretation of time-varying exposure
measures in noise-health analyses and to understand the sociodemographic patterning of noise exposure that may confound
or modify potential associations between noise and health.

Research Approach

For (a) (sociodemographic patterning), we described the characteristics of populations exposed to aviation noise by
race/ethnicity and income/education, by using data from the U.S. Census Bureau and American Community Survey for 2010.
We then performed univariate and multivariable hierarchical and multinomial analyses. For (b) (noise trend), we overlaid
noise contours for 2000, 2005, 2010, and 2015 with census block data from the U.S. Census Bureau and American
Community Surveys for 2000, 2010, and 2015 in a geographic information system to estimate population changes within
noise levels. We used group-based trajectory modeling to statistically identify fairly homogeneous clusters of airports, that
follow similar changes in outcomes over time. We used linear fixed-effects models to estimate changes in the sizes of
exposure areas according to airport clusters for DNL values =65 dB and =45 dB and L. value 245 dB.

Milestones
e Publish supporting analyses characterizing aircraft noise trends and sociodemographic patterns of exposure to
aviation noise



Major

Perform supporting analyses characterizing population changes within noise levels over time (noise trends)
Submit manuscript reporting results on trends in aircraft noise exposure

Accomplishments

We overlaid noise contours for 2000, 2005, 2010, and 2015 and census block data from the U.S. Census Bureau
and American Community Surveys for 2000, 2010, and 2015.

We determined social patterning of aircraft noise exposure by race/ethnicity and income/education for 2010 using
univariate and multivariable analysis (multinomial, mixed effects, hybrid, and Bayesian approaches) at three DNL
cut points: 45 dB, 55 dB, and 65 dB, Overall, across multiple airports, block groups with larger Hispanic
populations and higher proportions of residents with only high school education had higher odds of exposure.
However, substantial heterogeneity was observed across airports.

We evaluated the sociodemographic patterns of exposure to aircraft noise over time (1995-2015).

We evaluated geographic and airport characteristics as predictors of patterns of exposed area over time.

We found that non-monotonic trends in noise contour areas over time among our sample of 90 U.S. airports by
airport characteristics peaked in 2000, then generally decreased until 2010, and subsequently increased from
2010 to 2015. Using group-based trajectory modeling at three cut points—DNL 45 dB and 65 dB, and L4, 45 dB—
we identified four distinct trajectory groups of airports that shared underlying airport characteristics (Figure 2 for
45 dB for (a) DNL and (b) L.g). We also found that populations who identified as White or non-Hispanic/Latino had
the highest counts of exposure, yet underrepresented groups (e.g., Hispanic, Black/African American, Asian, etc.)
carried a disproportionate burden of exposure among their respective sub-populations.
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Figure 2. Trends in noise contour areas by clustering of airport types using group-based trajectories
for (a) DNL 245 dB(A) and (b) L.g: 245 dB(A).

Task 3 - Generate Final Results and Write Up Analysis of Sleep Quantity

and Quality, and Aircraft Noise Exposure
Boston University, Harvard University

Objective

The aim of this task is to generate final results of analyses of aircraft noise (DNL and L., and nighttime equivalent sound
levels, and identified sleep outcomes.

Research Approach

We intersected modeled nighttime noise exposure surfaces for 1995, 2000, 2005, 2010, and 2015 with the geocoded
addresses of the participants over the follow-up period (first in NHS [original]). We selected a large set of a priori variables



to be examined as confounders and/or effect modifiers, used generalized estimating equations to estimate the odds from
repeated measures of sleep insufficiency over multiple survey years, and used conditional logistic regression models of sleep
quality to estimate the odds for the one survey year.

Milestone
e Obtain final results of analysis of DNL and nighttime aircraft noise, and sleep quantity and sleep quality in NHS
(original)

Major Accomplishments
e Produced descriptive statistics of sleep measures and numbers of individuals exposed for each measure in NHS
Determined relevant confounders and effect modifiers
Performed final analysis of noise, and sleep quantity (insufficiency) and sleep quality.
Drafted manuscript reporting the results of analysis of aircraft noise and sleep
Gained all Harvard/Brigham and Women’s Channing Division manuscript approvals including undergoing scientific,
program, and technical review; submitted manuscript for FAA review
Submitted the manuscript to a peer-reviewed journal
e Responded to journal reviewer comments; awaiting journal decision

Table 1. Odds ratio of the relationship between L,q. 245 vs. <45 dB and repeated measures of sleep insufficiency and a one-
time measure of poor sleep quality.

Luigne 245 vs. <45 dB OR (95% CI) OR (95% CI)

Model 1: crude? 1.34(1.17,1.53) 0.94 (0.72, 1.21)
Model 2: adjusted® 1.27 (1.11, 1.45) 0.91 (0.70, 1.18)
Model 3; adjusted + 1.23(1.07, 1.41) 0.91 (0.70, 1.18)

ambient environmental®

OR, odds ratio; Cl, confidence interval.
Models were adjusted for (a) age; (b) other demographics, behaviors, and comorbidities were added; (c) ambient environmental factors were added:
particulate matter <2.5 microns (PM,;), greenness (normalized difference vegetation index, NDVI), and light at night.

Interpretation using L., 45 dB as an example

In Model 3, participants in NHS exposed to L., 245 had 23% greater odds of sleep insufficiency than participants exposed
to L. <45, with a 95% confidence interval of 7% to 41%. In addition, in Model 3, participants exposed to L.g. =45 had 9%
lower odds of poor sleep quality than participants exposed to L. <45, with a 95% confidence interval of —30% to 18%.

Task 4 - Generate Final Results in Analyses of Cardiovascular Disease and

Aircraft Noise
Boston University, Harvard University

Objective
The aim of this task is to perform final analysis of the potential relationship between CVD and aircraft noise.

Research Approach

We designed the statistical analysis and selected a large set of a priori variables to be examined as confounders and/or effect
modifiers. We compiled appropriate data sets and conducted descriptive statistics analysis. We are using time-varying Cox
proportional hazards models to estimate the CVD risk associated with time-varying aircraft noise exposure.

Milestones
e Obtain final results of analysis of aircraft noise and CVD



e Present at the 51 International Congress and Exposition in Noise Control Engineering (Inter-Noise 2022) (August
2022)

e Present at the 34" Annual Conference of the International Society of Environmental Epidemiology (ISEE) (September
2022)

Major Accomplishments
e Determined relevant confounders and effect modifiers
e Performed final analyses of noise and CVD and mortality
e Drafted manuscript reporting the results of analysis of aircraft noise, and CVD and mortality
[ ]
[ ]

Presented research at the Inter-Noise Congress
Presented research at the ISEE Conference

Table 2. Hazard ratios (95% confidence intervals) for associations between aircraft noise exposure (DNL) and
cardiovascular disease in NHS and NHSII, meta-analyzed.

>50 317 122,642 1.01 (0.90,1.13) | 1.00(0.89,1.12) 0.97 (0.87,1.09)
<50 4,212 1,583,635 Ref. Ref. Ref.
Continuous, @ 4,529 1,706,278 0.99 (0.84,1.18) | 0.98(0.83,1.16) 0.97(0.82,1.15)
per 10 dB

Basic model: adjusted for age and calendar year.

Parsimonious model: adjusted for age, calendar year, race/ethnicity, marital status, spouse’s educational attainment, neighborhood socioeconomic
status score, region of residence, fine particulate matter (PM,;), and population density.

Fully adjusted model: adjusted for age, calendar year, race/ethnicity, marital status, spouse’s education attainment, neighborhood socioeconomic
status score, region of residence, PM,s, population density, physical activity, smoking status, alcohol use, diet, menopausal status, and family
history of cardiovascular disease.

Interpretation using DNL 50 dB as an example

In the crude models comparing exposure to DNL >50 dB, participants in NHS/NHSII exposed to DNL >50 dB had a 1% greater
risk of CVD than participants exposed to DNL <50 dB, with a 95% confidence interval of —10% to 13%. In the fully adjusted
model, participants exposed to DNL >50 dB had a 3% lower risk of CVD than participants exposed to DNL <50 dB, with a 95%
confidence interval of —13% to 9%.

Task 5 - Develop an Analysis Plan and Generate Preliminary Results of

Analyses of Aircraft Noise and the Intermediate Risk Marker of Adiposity
Boston University, Harvard University

Objective
The aim of this task is to develop an analysis plan and generate preliminary results of analyses of aircraft noise and an
intermediate risk marker (adiposity, a measure of cardiometabolic disease).

Research Approach

We developed an analysis plan for studying adiposity and aircraft noise, and obtained approval from the NHS and HPFS
oversight committees. We designed the statistical analysis and selected a large set of a priori variables to be examined as
confounders and/or effect modifiers. We compiled appropriate data sets and performed descriptive statistics analysis. We
are using generalized estimating equations to estimate the relationship between aircraft noise and longitudinal, repeated
measures of adiposity (body mass index [BMI], waist circumference, and waist/hip ratio).

Milestones
e Produce preliminary results of analysis of aircraft noise and adiposity
e Present at the International Society of Environmental Epidemiology 2022 meeting (September 2022)



Major Accomplishments
e Developed an analysis plan
Obtained approval from NHS/HPFS oversight committees
Produced descriptive statistics of sleep measures and numbers of participants exposed for each measure in NHS
Determined relevant confounders and effect modifiers
Performed preliminary analysis of noise in relation to adiposity (results for three ordinal categories of BMI of 18.5-
24 [reference], 25-29, and =30 kg/m? in Figure 3)
e Presented research at the ISEE Conference
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0: age; 1: 0 + demographics: region, race, individual socioeconomic status; 2: 1 + sex-specific: parity, menopausal status, hormone therapy; 3:
2+ behaviors: smoking status, alcohol use, diet quality, physical activity; 4: 3 + environmental: neighborhood SES, greenness, environmental
noise, light at night.

Figure 3. Odds of increasing BMI groups (reference 18.5-24 kg/m?) relative to increasing exposure group (reference DNL
<45 dB); increasing BMI with increasing noise.

Task 6 - Develop a Model for Measuring Changes in Business Activities
Attributable to Aircraft Noise Exposure, Prototype a Model City, and
Include an Assessment Comparing a Change in the Visibility of Aircraft
due to a Change in Aircraft Flight Paths

Massachusetts Institute of Technology

Objective
The long-term goal of Task 6 is to conduct an assessment of the economic impacts of aircraft noise exposure on businesses
located underneath flight paths at selected U.S. airports. This goal is achieved through the following objectives:

1. Collect data on noise exposure changes over the past decade (e.g., owing to the introduction of new runways or
performance-based navigation (PBN) procedures)

2. Combine noise data with yearly county-level data from the Bureau of Economic Analysis (e.g., GDP and
employment), with city-level statistics from the Economic Census (e.g., revenue and employment), and/or with
high-resolution business data from business databases

3. Compare economic outcomes while controlling for regional and national economic trends

4. Evaluate whether the spatial resolution of the available data can influence the results

In addition, the MIT team is working to understand how changes in flight paths might have changed aircraft visibility.



Objectives 1-4 were met during previous reporting periods. During the current reporting period, the team worked on the
visibility analysis and focused on documenting results in a draft report for policy-makers.

Research Approach

The economic impact of noise exposure changes was studied for Boston Logan Airport and Chicago O’Hare Airport. The
methods focused on the difference-in-difference approach, which was applied to identify differences between changes in
business trends before and after exogenous noise exposure changes, i.e., the introduction of PBN procedures at Boston
Logan Airport and the opening of new runway infrastructure at Chicago O’Hare Airport. Details can be found in previous
reports.

During the current reporting period, the team developed a method to gain insights into whether the implementation of PBN
procedures at Boston Logan Airport changed the frequency of aircraft sightings on the ground. For this purpose, the MIT
team used flight track data from 2010 and 2017 to compare aircraft visibility on peak runway operation days for 33L
departures, 27L departures, and 4R arrivals. An aircraft is assumed to be visible if it is above a visibility line of 45° from the
ground (Figure 4). Consequently, the team obtains a grid of observation points on the ground, which can subsequently be
aggregated to determine the number of aircraft visible that day from each grid location.

Figure 4. Visibility analysis approach. Aircraft in the green area are assumed to be visible from the observer location (blue
dot). In the scenario depicted above, the aircraft on the far left is not visible, whereas the second aircraft in the center is
visible.

Milestone
e Perform initial visibility analysis based on Boston Logan Airport

Major Accomplishments
e Perform visibility analysis to incorporate results of the project for policy-makers and the public

Task 7 - Draft a Report on the Study Results for Policy-makers

Boston University, Massachusetts Institute of Technology, Harvard University

Objective
The aim of this task is to develop a report of overall study results in response to Section 189 for policy makers.



Milestone
e Generate an initial first-draft report of overall study results in response to Section 189 for policy-makers

Major Accomplishments
e Drafted report summarizing the overall study results as it relates to Section 189

Publications

Simon, M. C., Hart, J. E., Levy, J. |, VoPham, T., Malwitz, A., Nguyen. D. D., Bozigar, M., Cupples, L. A., James, P., Laden, F.,
& Peters, J. L. (2022). Sociodemographic patterns of exposure to civil aircraft noise in the United States.
Environmental Health Perspectives, 130(2)._https://doi.org/10.1289/EHP9307

Bullock, C. (2021). Aviation effects on local business: Mapping community impact and policy strategies for noise
remediation. [S.M. thesis.] Massachusetts Institute of Technology]. https://hdl.handle.net/1721.1/138966

Kim, C. S., Grady, S. T., Hart, J. E., Laden, F., VoPham, T., Nguyen, D. D., Manson, J. E., James, P., Forman, J. P., Rexrode, K.
M., Levy, J. |., & Peters, J. L. (2021). Long-term aircraft noise exposure and risk of hypertension in the Nurses’
Health Studies. Environmental Research, 112195. https://doi.org/10.1016/j.envres.2021.112195

Outreach Efforts
Presented on current progress orally during the ASCENT Spring Meeting (April 5-7, 2022).

Presented on “Associations Between Aircraft Noise Exposure and Adiposity in the U.S.-based Prospective Nurses’ Health
Studies” at the International Society for Environmental Epidemiology (ISEE) Conference on September 18-21, 2022.

Presented on “Associations Between Residential Exposure to Aircraft Noise, Cardiovascular Disease, and All-Cause Mortality
in the Nurses’ Health Studies” at the ISEE Conference on September 18-22, 2022.

Presented on “Long-term Aircraft Noise Exposure and Incident Cardiovascular Disease in National U.S. Cohort Studies” at
Inter-Noise 2022 on August 21-24, 2022.

Presented on “Long-Term Aircraft Noise Exposure and Incident Hypertension in National U.S. Cohort Studies” at the 182™
Meeting of the ASA, May 23-27, 2022.

Awards
None

Student Involvement

The dissertation of Chloe Kim (doctoral graduate, BU) included the development and implementation of statistical analyses
of noise and hypertension risk. Chloe Kim graduated in the fall of 2019 and is currently working for the Environmental
Science, Policy, and Research Institute.

The dissertation of Daniel Nguyen (doctoral graduate, BU) included a characterization of the temporal trends in aviation noise
surrounding U.S. airports. Daniel Nguyen graduated in the spring of 2022 and is currently working for the Centers for Disease
Control and Prevention.

The dissertation of Stephanie Grady (doctoral candidate, BU) includes the development and running of statistical analyses on
noise and cardiovascular event risk. Stephanie also worked with Chloe Kim on noise and hypertension risk.

The thesis of Carson Bullock (master’s student, MIT) included conducting economic impact analysis. Carson graduated in
the summer of 2021.

The thesis of Zhishen Wang (master’s student, MIT) includes the visibility analysis.



Plans for Next Period
(October 1, 2022 to September 30, 2023)
Ongoing analyses, Tasks 1-5
e Complete analyses to estimate the risk of CVD events associated with aircraft noise exposure
e Complete analyses to evaluate the relationship between noise and sleep
e Continue analyses to evaluate the risk of hypertension associated with nighttime aircraft noise exposure
e Continue analyses to evaluate the relationship between noise and measures of adiposity
e Verify, document, and publish results
Related to 2018 FAA Reauthorization, Section 189, Tasks 6 and 7
e Complete aircraft visibility analyses and verify results for inclusion in the Section 189 report
e Document results for policy-makers in iterative drafts and a final report
Related to FAA’s Office of Environment and Energy Roadmap
e Start processes related to adding noise to an additional cohort, and explore other health outcomes (e.g., mental
health)
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Project Overview

Context and Motivation

The UAS market is expected to grow rapidly in coming years, with projections estimating the civil UAS market at $121 billion
in the next decade [0]. Multiple operators are currently developing and testing various concepts of operations that fall within
the umbrella of urban air mobility (UAM), with the two main use cases being drone delivery and e-taxi operations. Similar to
traditional aircraft operations, these novel concepts are expected to influence the environment in which they operate,
particularly regarding noise. In the same way that noise assessments of terminal operations are carried out today for
commercial aviation, noise assessments of UAM operations are expected to be necessary in the future.

Problem Definition

UAM operations bring unique requirements. First, UAM operations are expected to be denser than current general or
commercial aviation operations, possibly by orders of magnitude. Thus, noise assessment methods should be able to handle
such large vehicle densities. Second, the vehicles are expected to be smaller and therefore quieter, e.g., small drones for
deliveries or helicopter-sized vehicles for e-taxi applications, but these vehicles are also expected to benefit from novel
electric propulsion systems. As a result, the noise footprint of such vehicles is expected to be more localized. Therefore,
noise exposure levels should be estimated with sufficient resolution. Third, instead of primarily following fixed trajectories
dictated by approach and departure routes around airports, UAM vehicles are expected to operate point-to-point within
populated areas. Departure and arrival locations are expected to vary from day to day: delivery drones may depart from
warehouses or mobile staging locations and deliver goods to different customers each day, and e-taxis may pick up and
drop off customers throughout an urban area. Thus, noise assessment methods should be sufficiently flexible to
accommodate changing flight paths, and the resulting noise assessments should account for corresponding variability.

Research Objectives

In view of these requirements, the methods used to perform noise assessments in terminal areas, such as the Aviation
Environmental Design Tool (AEDT), are not fully suitable for UAM assessments: these methods are usually limited to studies
of relatively low-density operations around airports, with vehicles following pre-defined ground tracks. Thus, there is a need
for the development of new noise assessment capabilities tailored to UAM operations, which is the focus of this project.

Research Approach

Research efforts supporting the development of a UAS noise assessment tool have been broken down into four tasks.

First, GIS capabilities are expected to play a major part in the development of this tool, as the scenarios under consideration,
as well as the resulting noise metrics, are to be visualized and overlayed on the geographical area of study. Therefore, Task
1 focuses on a literature review and evaluation of GIS software.

Second, the complexity of assessing noise in the context of UAM use cases, as discussed in the previous section, calls for
the investigation of emerging technologies in multiple computational domains. The size of these problems and the flexibility
needed to analyze a wide variety of operational scenarios require the introduction of recent innovations to address the
challenges discussed previously. This is the focus of Task 2.

This research was conducted in collaboration with other entities, starting with Mississippi State University (MSU) and followed
by subsequent collaborations, which are presented under the umbrella of Task 3.

Finally, Task 4 focuses on the integration of all components investigated or provided by other tasks into the actual UAS noise
assessment engine. Technical details pertaining to the implementation, as well as preliminary results on benchmark test
cases, are presented in this section.



Task 1 - Literature Review and Evaluation of GIS Software
Georgia Institute of Technology

Task 1 Contents

1.1. Objectives

1.2. Research Approach
1.3. GIS Libraries

1.4. GIS Applications

1.1. Objective
This task aims to identify the leading open-source GIS software using preset evaluation criteria.

1.2. Research Approach

This review focused on open-source options. For an adequate evaluation of the options, six criteria were set forth:

1. Data import: Ability to read shape files with different formats of input geometrical data as well as rasterized
(gridded) data

2. Data storage: Capability to store geospatial data in either shape/vector formats or as rasterized data

3. Geometric calculations: Ability to convert to and from a Cartesian coordinate system and other Earth model
coordinates and ability to compute polygon areas and lengths as well as unions and subtractions

4. Geospatial calculations: Ability to perform calculations on given vector or raster data and to draw contour plots

5. Display: Ability to print raw or processed geospatial data as various map displays and to enable standard desktop
and web applications

6. Map data: Capability to display results with relation to landmasses, political boundaries such as states and counties,
and roads and buildings

In addition to evaluating software, we also investigated GIS applications to examine the option of creating a stand-alone,
customized library or component.

1.3. GIS Libraries

1.3.1. QGIS

QGIS is a user-friendly open-source GIS written in C++. The latest version is 3.24 (released in February 2022). QGIS runs on
Linux, Unix, Mac OSX, Windows, and Android and supports numerous vector, raster, and database formats and
functionalities. Apart from built-in functionalities, QGIS allows users to install and create their own plug-ins. New applications
can also be created in QGIS through C++ and Python languages. Screenshots of QGIS are shown in Figure 1.

Figure 1. Screenshots of QGIS.



Evaluation Criteria

1.
2.
3.
4.
5.

6.

Data import: Imports shape files such as GPX, GPS, DXF, DWG, and OpenStreetMap, as well as raster files

Data storage: Stores geospatial data in vector and raster formats

Geometric calculations: Supports Cartesian (x, y), polar (length, angle), and projected (x-north, y-east) calculations;
calculates length or area of geometrical features; and provides overlay, union, and difference between areas
Geospatial calculations: Creates a vector contour map from an elevation raster and carries out raster-to-vector
conversion

Display: Can provide web mapping with QGIS2Web; can publish data on the internet using a webserver with the
University of Minnesota MapServer or GeoServer installed

Map data: Displays geospatial data such as countries, states, and counties as well as roads

1.3.2. OpenJUMP

OpenJUMP is a Java-based open-source GIS (latest version: 2.0, released in March 2022). OpenJUMP works on Windows, Linux,
and Mac platforms with Java 1.7 or later. OpenJUMP’s features include reading and writing vector formats, displaying
geospatial data, and executing geometric calculations. Additional plug-ins for more capabilities are also available. OpenJUMP
is distributed under the GNU General Public License version 2. Screenshots of OpenJUMP are shown in Figure 2.

Figure 2. Screenshots of OpenJUMP.

Evaluation Criteria

1.
2.
3.

4.

5.
6.

Data import: Imports shape and raster files

Data storage: Stores geospatial data in vector and raster formats

Geometric calculations: Supports coordinate reference system (CRS) (Cartesian [x, y, z], geographic [longitude,
latitude, height], and projected [x-north, y-east]) conversions; provides a CRS transformation tool (PROJ4); calculates
length or area of geometrical features; provides overlay, union, and subtraction

Geospatial calculations: Provides conversion between desired file formats (raster-to-vector conversion); does NOT
provide contour plots

Display: Does NOT provide a web application

Map data: Displays geospatial data such as countries, states, and counties as well as roads

1.3.3. SAGA (System for Automated Geoscientific Analyses)

SAGA is an open-source cross-platform GIS software written in C++ (latest version: 2.0, released in June 2007). SAGA can be
run on Windows, Linux, FreeBSD, and Mac (OS X). SAGA provides multiple libraries for GIS calculations: digital terrain analysis,
image segmentation, fire spreading analysis and simulation, etc. In addition to these libraries, SAGA allows the scripting of
custom models through the command line interface (CLI) and Python interface. Screenshots of SAGA are shown in Figure 3.



Evaluation Criteria

1. Data import: Imports shape and raster files

2. Data storage: Stores geospatial data in vector and raster formats

3. Geometric calculations: Supports geographic coordinate system (latitude, longitude) and Universal Transverse
Mercator (UTM) calculations; computes polygon areas or lengths

4. Geospatial calculations: Performs raster-to-vector conversions and can create contour lines

5. Display: Displays data as histograms and scatter plots

6. Map data: Enables visualization of spatial data as cartographic maps; can also import maps from Web Map Service
and OpenStreetMap.

Figure 3. Screenshots of SAGA.

1.3.4. Deck.gl

Deck.gl is a WebGL visualization framework for large datasets (latest version: 8.7.3, released in March 2022). Deck.gl allows
the user to map data (JavaScript Object Notation [JSON] objects, CSV) into a stack of layers. These layers can be imported
directly from a catalog or built by the user.

Evaluation Criteria

1. Data import: Reads shape files and CSV/GeoJSON files

2. Data storage: Can store geospatial data as vector or shape files

3. Geometric calculations: Supports geographic coordinate system (latitude, longitude) using Web Mercator; does NOT
calculate polygon areas or lengths

4. Geospatial calculations: Does not convert raster data to vector data; can create contour lines for a given threshold
and cell size

5. Display: Offers an architecture for packaging advanced WebGL-based visualizations; enables users to rapid obtain
impressive visual results with limited effort

6. Map data: Easily displays geospatial data with relation to roads and buildings

1.3.5. Kepler.gl

Kepler.gl is an open-source geospatial analysis tool for large-scale datasets (version 2.5.5). The most recent update was
made in September 2021. A user interface was created to facilitate the process of saving a map to back-end storage, and a
graphics processing unit (GPU) data filter was added, with the ability to create polygon filters in the user interface.



Evaluation Criteria

1.
2.
3
4.
5

6.

Data import: Can read CSV/GeoJSON files and Kepler.gl’s sample datasets; must convert shape files to
a GeoJSON file to be consumable by kepler.gl

Data storage: Cannot store geospatial data as vector or shape files

Geometric calculations: Supports geographic coordinate system (latitude, longitude) using Web Mercator; does NOT
calculate polygon areas or lengths

Geospatial calculations: Does not convert raster data to vector data; can create contour lines

Display: Offers an architecture for packaging advanced WebGL-based visualizations and can easily handle the
sample data to visualize

Map data: Easily displays geospatial data with relation to roads and buildings

1.3.6. Geographic Resources Analysis Support System (GRASS) GIS

GRASS is an open-source Java-based software for vector and raster geospatial data management, geoprocessing, spatial
modeling, and visualization. GRASS has compatibilities with QGIS, meaning that QGIS can run some features of GRASS GIS as
a plug-in. Already developed add-ons are available, along with the capability to develop additional add-ons. The latest version
(8.0, released in March 2022) has an improved graphical user interface (GUI) and Python scripting. GRASS provides rapid
linking of external raster files and spatiotemporal data analysis with an improved internal data structure. A vector attribute
update was also found with Python syntax. A screenshot of GRASS GIS is shown in Figure 4.

Figure 4. Screenshot of Grass GIS.

Evaluation Criteria

1.
2.
3.

Data import: Imports vector and raster files

Data storage: Stores geospatial data in vector and raster formats

Geometric calculations: Supports CRS (Cartesian [x, y, z] and geographic [longitude, latitude, height]) conversions;
provides a CRS transformation tool (PROJ4); calculates length or area of geometrical features; provides overlay,
union, and subtraction

Geospatial calculations: Provides conversion between desired file formats (raster-to-vector conversion); creates
contour lines

Display: Provides a Web Mapping Service and graphics display monitor that can be controlled from the command
line; can display frames on the user’s graphic monitor

Map data: Displays geospatial data such as countries and states by using Inkspace



1.3.7. gvSIG

gvSIG is an open-source GIS written in 2021 that runs on Windows, Linux, and Mac platforms. A screenshot of gvSIG is shown
in Figure 5.

Figure 5. Screenshot of gvSIG.

Evaluation Criteria

1.
2.
3.

4.
5.
6

Data import: Can import shape and raster files

Data storage: Can store geospatial data in vector and raster formats

Geometric calculations: Supports geographic coordinate system (latitude, longitude) using Web Mercator; does NOT
calculate polygon areas or lengths; supports CRS (Cartesian [x, y, z] and geographic [longitude, latitude, height])
coordinates; provides a CRS transformation tool (PROJ4); calculates length or area of geometrical features; provides
overlay, union, and subtraction

Geospatial calculations: Can convert other file types to the desired file format; does NOT produce contour plots
Display: Does NOT provide a web application

Map data: Displays geospatial data such as countries and states by using Inkspace

1.3.8. MapWindow GIS

MapWindow GIS is an open-source GIS written in C++ programming language using optimal features from the .NET framework
v4/4.5. MapWindow runs on Windows (latest version: 5.3.0, released in 2019), as shown in Figure 6. This version was
compiled using VS2017. The new version supports tiles from a local file system and provides extendable snapping events.
MapWindow was licensed under the Mozilla Public License.

Evaluation Criteria

1.
2.
3

4.
5.
6

Data import: Can import shape and raster files

Data storage: Can store geospatial data in vector and raster formats

Geometric calculations: Supports geographic coordinate system (latitude, longitude) and UTM calculations; can
calculate length or area of geometrical features

Geospatial calculations: Can convert other file types to the desired file format; does NOT produce contour plots
Display: Allows multi-threaded HTTP tile loading

Map data: Displays geospatial data such as countries and states by using Inkspace



Figure 6. Screenshot of MapWindow GIS.

1.3.9. GeoPandas

GeoPandas is an open-source project developed in Python to provide a useful library for working with geospatial data, as
shown in Figure 7. GeoPandas can run on distributions of Linux and Windows. This software primarily uses the Python
packages pandas (as a base for its data storage), shapely (to manipulate the shapes stored in the advanced database), Fiona
(for file access), and Descartes and matplotlib (for data visualization). GeoPandas is most adept at displaying discrete sections
of data in a geospatial visualization. It is limited in its ability to display graphics outside of the Python environment and does
not support conversion to the desired raster/vector formats. The last update was made in 2021, which improved the software
from v0.5.0 to v0.10.2 and corrected the regression in the overlay and plotting.

Evaluation Criteria
1. Data import: Reads almost any vector-based spatial data format

2. Data storage: Stores geospatial data in vector and raster formats
3. Geometric calculations: Supports CRS calculations; cannot calculate the length or area of geometrical features; has
overlay functions, such as intersections between two or more areas, union (merges the areas of one layer to one

single area), difference (A-B areas), and polygons



4. Geospatial calculations: Does not convert to any desired file formats (no raster-to-vector formats); does not provide

a contour plot function
5. Map data: Uses various map projections using the Python library Cartopy
6. Display: Does not provide a web application; provides a good representation in three-dimensional (3D) color space

using matplotlib

Figure 7. GeoPandas can overlay processed geospatial data over existing maps.

1.3.10. WorldWind

WorldWind is an open-source virtual 3D globe visualization application programming interface (API) developed by NASA in
partnership with the European Space Agency. WorldWind is written in both Java (for desktop and Android devices) and
JavaScript (for web applications). After its development was suspended in 2019, it was restarted in August 2020. WorldWind
can import a variety of input files with geospatial data, stores the data in both raster and vector formats, provides sufficient
geometric and geospatial calculations, and produces good visualizations with comprehensive map data. WorldWind finds its
application in unmanned aerial vehicle imagery, where such vehicles can provide continuous monitoring of an active fire,
with higher resolution and more frequent updates. WorldWind was licensed under NASA Open-Source Agreement Version

1.3. Screenshots of WorldWind are shown in Figure 8.



Figure 8. Screenshots of WorldWind.

Evaluation Criteria

1.
2.
3.
4.
5

6.

Data import: Imports shape files, KML, VPF, GML, GeoJSON, GeoRSS, GPX, NMEA, etc.

Data storage: Stores geospatial data in vector and raster formats

Geometric calculations: Supports geographic coordinate system (latitude, longitude), UTM, and Military Grid
Reference System calculations; can draw and measure distance and area across a terrain

Geospatial calculations: Displays contour lines on surface terrain at a specified elevation

Map data: Provides visual representations of scalar values, such as noise, over a grid of geographic positions; can
visualize the results on web and Android platforms

Display: Displays geospatial data divided into country, state, and city

1.3.11. Overall Evaluation

An overall evaluation of all of the investigated libraries is provided in Table 1. QGIS seems to surpass the other libraries with
respect to our defined metrics.

Table 1. Comparison of different libraries.

Intuitive ~ Compatibility Statistical Data Data Geometrical Geospatial Map Display  Total

GUI Analyses Import  Storage Calculations Calculations Data
3 5 3 5 5 5 5 5 4 40
3 4 1 5 5 5 3 5 2 33
3 3 4 5 5 4 5 5 4 38
4 3 1 5 5 3 3 5 5 34
4 5 1 1 1 3 3 5 5 28
4 3 1 5 5 4 5 5 4 36
3 4 1 5 5 4 3 5 2 32
3 4 1 5 5 3 3 4 2 30
2 4 1 5 5 4 1 2 2 26
5 5 1 5 5 4 4 5 5 39



1.4. GIS Applications

GIS applications can be broadly classified in two categories: desktop
and web-based applications.

WebCGIS applications use web technologies to display and
communicate geospatial information to an end user. There are five
common elements in every WebGlIS application:

1. A web application: The interface used by the client, which has
tools for visualizing, analyzing, and interacting with
geographic information and can be run on a web browser or
a GPS-enabled device

2. Digital base maps: The geographical context for the
application (e.g., transportation, topography, imagery, etc.)

3. Operational layers: The layers used in order for the results of
an operation to be displayed (e.g., observations, sensor
feeds, query results, analytic results, etc.)

4, Tasks and tools: Tools to perform operations beyond
mapping

5. Geodatabase(s): Container of geographical data, which can
consist of geodatabases, shape files, tabular databases,
computer-aided design files, etc.

Figure 9. Sketch of a Web geographic
WebGIS applications come with multiple advantages as well as information system application.
limitations. Table 2 presents a non-exhaustive list of these advantages
and limitations.

Table 2. Advantages and disadvantages of Web geographic information systems (WebGlISs).

Advantages of WebGIS Drawbacks of WebGIS

e Provides a broader reach for customers compared e Harder to build (developers need to have a good
with a traditional desktop application knowledge of multiple scripting languages to build

e Better cross-platform capability with the different the app [Python, JavaScript, html, etc.])
web browsers that can be used e Data security may depend on a third party

e Easy to use for customers with different levels of e Application may need to be hosted outside of the
GIS expertise organization

e Extendable to cloud services, hence allowing
manipulation and use of big GIS data

e Lower cost to entry (most libraries and tools are
open-source with good community support)

e Allows real-time analysis

Our team has started a dialogue with the AEDT development team regarding which GIS functionalities will be required to be
able to integrate the UAS noise engine with the AEDT in the future.



Task 2 - Investigation of Emerging Computational Technologies
Georgia Institute of Technology

Task 2 Contents

2.1. Task 2 Overview

2.2. GIS Visualization Technologies

2.3. Parallel Computing Technologies

2.4. Data Processing Technologies

2.5. Support for GPU-Backed Computations and Scaling Study
2.6. Cloud-Based Computations on Amazon Web Services (AWS)

2.1. Task 2 Overview

2.1.1. Context and Motivation

As explained in the project’s overview, assessing noise exposure for UASs brings unique requirements that existing
frameworks do not meet. Namely, three primary abilities are needed: (a) the ability to analyze scenarios involving large
volumes of flights, (b) the ability to cover large areas with small resolution, and (c) the ability to account for sources of
uncertainty related to the evolving UAS concepts of operation. Thus, there is a need for the development of a new analysis
capability that can fulfill these requirements.

2.1.2. Problem Definition

Although the actual estimation of noise exposure levels plays a central role in noise assessment tools, many other peripheral
functions are also needed: inputs must be read and pre-processed, computations must be implemented in such a way that
they meet the requirements listed in the previous section, and a visualization of the operational scenario and noise
assessment results must be provided in a manner that is intuitive to the user. Each of these functionalities requires a
substantial development effort and can leverage specific computational technologies.

2.1.3. Research Objectives

In this task, we aim to investigate the emerging technologies that could be used to implement the variety of functions to be
performed by the noise assessment tool. In particular, we are seeking technologies that are compatible with the stringent
requirements related to UAS operations.

2.1.4. Research Approach

For this task, the following areas of emerging technologies were identified and investigated. Figure 10 presents a partial
depiction of these areas and the associated technologies.

First, GIS visualization techniques were investigated. Within the noise assessment tool, these techniques are used to visualize
the defined operational scenarios, such as the flights included in the scenario, as well as the analysis results, in the form of
noise levels mapped over a pre-defined geographical area.

Second, parallel computation approaches were investigated to address the problem of performing noise computations with
large problem sizes encountered due to 1) the large flight volumes in UAM scenarios, 2) the low resolution and large areas
needed to effectively cover populated areas, and 3) the small time discretization needed to properly assess noise exposure.

Third, data pre- and post-processing approaches were investigated, as working with geographical data usually requires many
transformations, such as clipping to the analysis area or converting from one CRS to another.

Fourth, motivated by the need to speed up noise computations in order to enable faster uncertainty quantification, we
investigated running the noise engine on a GPU.

Finally, we developed the capability to run the noise engine on cloud-based platforms, specifically AWS, since this approach
allows us to scale noise computations for a large number of workers and large amounts of total memory, enabling the
analysis of problems whose size would be prohibitively large to execute on a single machine.



Figure 10. Visual summary of the emerging technologies under investigation. GIS: geographic information system; GPU:
graphics processing unit; GT: Georgia Institute of Technology; MPI: message passing interface.

2.2. GIS Visualization Technologies

The team focused on technologies that provide interactive visualizations of large data on maps, which narrowed the choices
to QGIS and interfaces based on Python or JavaScript. Working with large datasets on QGIS requires the use of an Structured
Query Language (SQL) plug-in as a conduit for data communication. Furthermore, the GUI aspect of QGIS limits the interactive
capabilities that can be achieved.

Therefore, the focus was directed to JavaScript and Python libraries and interfaces, including the D3 library for JavaScript and
Bokeh for Python. Bokeh emerged as the preferable choice, as it builds on JavaScript visualizations without the need to
explicitly use JavaScript. Furthermore, with this library, it is possible to code both the front-end and back-end of a web

application using Python.

2.3. Parallel Computing Technologies

Parallel computing technologies are critical for calculations that involve large grids. These grids can be expressed as matrices
and hence take advantage of their regular structures for the partition of computation tasks.

The team initiated their analysis by exploring the standards for parallel programming via the message passing interface (MPI)
implemented on different libraries, such as OpenMPI, MPICH, and MVAPICH. As the noise computation engine is built from
common mathematical and computational operations, OpenMPI was selected for its portability and its ability to support most
existing platforms.



Parallel algorithms for matrix computations have been well documented in the literature. Typically, the data are partitioned
either along one axis of the matrix or both, as shown in Figure 11. These algorithms are usually designed with considerations
of the communication overhead and the computation cost for individual processors.

Figure 11. Common partition strategies for matrix computations.

The noise engine can be viewed as a large, dense matrix problem in which the calculations for each element do not depend
on its neighbors. Instead, these calculations depend on the path of the noise source, which can be modeled as a vector.
Hence, the partition strategies shown are theoretically the same, where the main challenge is to manage the data
communicated. In addition to communicating the path data to each partition, the engine needs to collect the results and
send them to the visualization tool.

These considerations prompted us to examine the input/output (I0) operations in parallel, as shown in Figure 12. There are
three main approaches for parallel 10 operations, as briefly defined below:

e Non-parallel: A central unit is uniquely responsible for the 10 operations.
e Independent Parallel: Each process writes to a separate file.
e Cooperative Parallel: All processors collaboratively write in one file.

The main advantages and drawbacks for each approach are summarized in Table 3. Although the cooperative parallel
approach has the potential to achieve the best performance, it is limited in the file types that can be used and may result in
a performance that is worse than that of the sequential algorithm. Therefore, we did not select a cooperative parallel 10
approach; instead, the choice will depend on other characteristics of the overall noise module.

Table 3. Parallel input/output (I0) operations.

Parallel 10 Approach Advantages Drawbacks

« Easy to code « Poor performance (worse than
sequential)
« Easy to parallelize « Generates many small files to
e No inter-process communication manage

Cooperative Parallel e Performance can be great e More complex to code

e Only one file is needed e Depends on implementations of
concurrent updates in file types,
which are rare




Figure 12. Input/output operations in a message passing interface.
Source: William Gropp, Introduction to MPI |/O
The analysis of parallel 10 approaches led to the need to examine the file formats used in parallel as well. Three major
categories of file formats are listed in Table 4, along with their major benefits and drawbacks.
e ASCI
e Binary

e Standard scientific libraries (HDF5, NetCDF, etc.)

Table 4. Benefits and drawbacks of file formats.

File Format Advantages Drawbacks
- Human-readable « Requires a larger amount of storage
e Portable e Costlier for read/write operations
. Efficient storage « Needs formatting to read
e Less costly for read/write operations

Standard scientific libraries e Allows data portability across e Has a risk of corruption
platforms

e Data stored in binary form

e Includes data description
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This analysis was conducted with a gridded data format in mind. Instances of these files that are encoded in binary format
are relatively straightforward to create and manage in parallel because the MPI writes to binary format by default. Instances
that use ASCII characters are more difficult to use, however, because a binary-ASCIl conversion is needed for formatting.

To showcase the runtime difference between ASCII files and binary files, a test case was run with a fixed problem size and a
variable number of processors (p). The test used the independent parallel approach to eliminate the need for a central unit
that collects the results. Figure 13 illustrates the runtimes of text file problems and binary problems for 2-16 processors.
The “runtime no 10” scenario was included in Figure 13 as a baseline to showcase the cost of communication due to the 10

operations. As expected, for a fixed problem, the runtime decreased as the number of processors increased; however, the
difference between runtimes with respect to the file formats is quite apparent.
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Figure 13. Runtime vs. number of processors for different input/output (I0) formats.

Furthermore, for any format used, storage space will be needed to contain the data, as shown in Figure 14, which reveals an
exponential growth in size as the grid becomes finer. This test case reveals that the available memory of the hardware used
will play an important role in the calculation of large grids.
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Figure 14. Log(file size in kB) vs. resolution (ft).

The choice of programming language is another important aspect to consider in this investigation. Programming languages
such as C and C++ combined with MPI libraries are the primary choice of many high-performance computing (HPC)
practitioners, as they have some access to low-level machine language, which results in good performance for parallel
computations. However, the main challenge in using these languages is the integration with interactive GIS visualization
tools. Higher-level languages such as MATLAB and Python provide these libraries with much less scripting and easier
integration, but this comes at the expense of speed in running parallel code. In particular, MATLAB requires the setup of a
virtual network computing session prior to launching any calculations. Python, despite being slower than C/C++, emerged
as an adequate choice for the noise module, as it is better equipped to facilitate large interactive GIS visualizations without
greatly sacrificing speed for this particular application while still being able to act as a wrapper for rapid C/C++
implementations of the computational code.

2.4. Data Processing Technologies

The team investigated libraries for processing GIS data. As the investigation of visualization techniques favored the use of
Python to code the application, libraries such as GeoPandas and GeoTIFF were explored to assess their compatibility with
the goals of this project.

The GeoPandas library brings the powerful functionalities of pandas to geospatial operations. The GeoTIFF format allows the
embedding of geospatial data into images. GeoPandas is more suited to work with vector data whereas GeoTIFF supports
both raster and vector formats. Each of these libraries has its own merits and utilizations and can be used in the noise
calculation engine. The final choice will depend on the data pipeline from the computation to the visualization and the data
conversions needed in this process.

2.5. Support for GPU-Backed Computations and Scaling Study

2.5.1. Context and Motivation

The ability to account for variability in operations, as well as other sources of uncertainty emanating from currently unknown
parameters, is one of the main requirements for the UAS noise assessment tool. Indeed, the need for this ability is one of
the reasons why existing tools are not adapted for UAS use cases and why the development of a new capability is needed.

Once sources of uncertainty have been characterized and quantified, Monte-Carlo simulations are a priori the preferred
option for propagating the impact of those uncertainty sources to system-level responses of interest. Monte-Carlo
simulations are preferred because, among the multiple options available to propagate uncertainty, running full Monte-Carlo
simulations (a) usually does not require any additional assumptions regarding the nature of the uncertainty sources or the
system model and (b) gives access to full probability distributions for system-level responses, which can be used to estimate
any statistical quantity related to these responses. In contrast, approximate uncertainty propagation methods (a) may require



uncertainty sources and the system model to behave a certain way to produce valid results and (b) may only approximate a
few statistics, such as the mean of the responses.

In the case of UAM operations, the nature of uncertainty sources (e.g., vehicles may depart and arrive in different locations,
the number of flights may vary), as well as the nature of the system model, does not immediately appear to be prone to an
approximation method; therefore, a full Monte-Carlo simulation will be conducted. Applying approximate uncertainty
quantification on this problem will be the topic of future research.

2.5.2. Problem Definition

An initial Monte-Carlo study was carried out using the initial Dask implementation of the noise assessment tool running on
a central processing unit (CPU). The setup and results of this study are discussed under Task 4. One of the main observations
was the long runtime required to carry out the study: it took several weeks to complete the study, despite the use of Georgia
Tech’s HPC environment. This motivated the exploration of methods to speed up the execution of the noise engine.

Multiple options are available for speeding up the execution of the computer code: applying surrogate modeling and running
the code on GPUs were considered as options. In the context of uncertainty propagation, a surrogate would need to take the
uncertain parameters as inputs and output the system-level quantities of interest. Because of the nature of the problem and
the sources of uncertainty, building such a surrogate is not immediately possible: it requires multiple steps, which were
beyond the scope of this project. Instead, this will be the topic of future research.

In contrast, attempting to run the code on a GPU falls within the scope of this project, under the exploration of emerging
computational technologies, and does not require a fundamental change in the computational setup. Moreover, the ability
to execute the noise computations on a GPU is fully compatible with other ways of speeding up execution, such as surrogate
models, as this would allow training data to be produced more rapidly.

2.5.3. Research Objective

The research objective of this subtask was to measure the benefits of running noise computations on a GPU instead of a
CPU. This subtask first required that the noise computations be implemented in such a way that they can run on a GPU.
Then, two studies were carried out. First, the CPU and GPU runtimes were compared to confirm the benefits brought by the
GPU in terms of runtime: because the runtime on a CPU is high, this first study was conducted on relatively small problems.
Second, to estimate the ability of GPU-backed computations to handle larger problems, a scaling study was performed, in
which the evolution of GPU runtime was estimated as a function of the problem size. Along with runtime, memory
requirements also become a challenge for large problems; thus, the memory requirements were estimated.

2.5.4. Technical Approach

Dask is a framework for executing parallel processing across many machines, while presenting the user with simple and
familiar storage and computational approaches. Internally, Dask includes optimization routines that optimize the flow of
code and data across machines. Because Dask’s GPU capabilities presented limitations, Google’s JAX, another computational
framework, was selected to run the noise engine on a GPU. JAX is a cutting-edge computational framework developed at
Google that combines XLA, the computational back-end behind TensorFlow, with other tools such as autodiff for automatic
differentiation, all while keeping the same simple APl as numpy, Python’s de facto standard library for numerical
computations. JAX allows one to re-use the exact same code to run on a GPU instead of a CPU when available.

As discussed previously, runtime and memory use are the two metrics on which we focus to 1) compare CPU and GPU
implementation and 2) study GPU scaling. In our case, runtime is simply measured using wall-clock time: the time instants
before and after the computations are recorded, and their difference yields the elapsed wall-clock time. Care was taken to
ensure that computations were actually carried out within the measured time interval: Dask, among others, implements the
concept of “lazy evaluation,” in which expressions may not be actually evaluated until the result is accessed.

Measuring memory use is more challenging, as it depends on the back-end (CPU or GPU). For the CPU, we could not find a
way to directly measure the amount of memory used by specific processes. This step is more difficult with Dask because
multiple processes may be spawned to handle computations. As a work-around, the total memory use is recorded before
computations are started and then continuously updated at regular intervals while the computations are running, and only
the maximum system memory use is retained. Memory use is estimated by the difference between maximum memory use
during computations and the pre-computation system memory use. This estimation assumes that the difference in memory
usage can be solely attributed to the noise assessment computations and that other mechanisms, such as memory swapping



to disk, do not occur. To avoid swapping, the problem dimensions considered when performing the computations on the
CPU were kept relatively small.

Measuring GPU usage was not possible via JAX’s built-in functions, as a mismatch was observed between actual GPU memory
usage and the value returned by JAX’s helper functions. As a consequence, we applied the same approach used for the CPU,
except that CUDA-specific commands were issued when polling the GPU memory usage.

As explained previously, the first step of this study was to compare CPU and GPU runtimes. For completeness, the original
Dask back-end was also considered in the comparison, both with and without atmospheric absorption improvements (as
briefly discussed under Task 4). We varied the problem size by varying the resolution of the square analysis grid. CPU runs
were executed locally on a PC equipped with an Intel Core (i7-9700 CPU and 16 GB of RAM). GPU runs were executed on
nodes of Georgia Tech’s PACE (Partnership for an Advanced Computing Environment) cluster equipped with a Tesla V100
(32 GB) GPU.

In the second step, we focused on GPU runs only. Multiple dimensions of the problem were varied to obtain a wide range of
problem size. We varied the resolution, as in the first part of the study, and the number and maximum length of the
trajectories. In the current implementation, trajectories are handled sequentially, while for a given trajectory, the complete
grid as well as all of the trajectory’s time steps are simultaneously computed. Thus, we expect all of those dimensions to
influence the runtime, while memory use should not be affected by the number of trajectories, since they are treated
sequentially.

To increase the maximum allowable GPU memory use, and therefore the maximum size of the problems under consideration,
a dual-GPU implementation was developed. This dual-GPU implementation took advantage of the fact that Georgia Tech’s
PACE cluster offers some nodes with two GPUs, totaling 64 GB of GPU memory. In the current implementation, the analysis
grid on which noise exposure levels are computed is split into two regions: the first half is processed on one GPU while the
second half is processed on the second GPU. Because all analysis points are independent, this approach does not introduce
communication overhead.

2.5.5. Results

Error! Reference source not found.Figure 15 depicts the evolution of t
he runtime duration in seconds as a function of the analysis grid
resolution for four cases: the original Dask implementation with and
without atmospheric absorption, JAX (CPU), and JAX running on a GPU.
Here, a log scale is used for the duration on the y-axis. We observe that
JAX on a GPU is faster than CPU-based computations by approximately
two orders of magnitude: running the same code on a GPU instead of a
CPU allows a 100-fold speed-up. This gain is significant, especially when
considering the many cases that need to be run as part of an uncertain
propagation study using Monte-Carlo simulations.

The differences between the different CPU implementations can be
justified as follows. First, neglecting atmospheric absorption consistently
reduces runtime across the considered grid resolutions, compared with
the Dask version of the noise engine that accounts for atmospheric
absorption. We found that the CPU JAX version of the code initially runs
faster than its Dask counterpart for small resolutions, but appears to
match the Dask implementation for higher resolutions. We hypothesize
that this result is due to the overhead introduced by Dask when setting
up its scheduler and workers: while this overhead is significant for low-
resolution grids that can be rapidly analyzed, it becomes negligible

compared with the actual cost of computations once the resolution _Figure 15. Runtime comparison between
increases sufficiently. different implementations of the noise model.
GPU: graphics processing unit.



Figure 16. Scaling of the runtime of the graphics Figure 17. Scaling of the memory use of the graphics
processing unit (GPU) implementation. processing unit (GPU) implementation.

Figures 16 and 17 depict (a) the evolution of the runtime duration as a function of the total problem size and (b) GPU memory
as a function of the single-event problem size, respectively. As discussed previously, while the total problem size
encompasses all dimensions of the problem, including the number of trajectories (referred to as single events here), the
single-event problem size corresponds to the problem size for a given trajectory. As expected, the duration depends on the
total problem size, whereas the total GPU memory depends on the single-event problem size because trajectories are
processed sequentially by the current implementation. In both cases, linear regression confirms a linear dependence.

These graphs can be used to estimate the runtime and GPU memory use when running a new case: the total and single-event
problem sizes can be computed from the individual problem dimensions, and the linear formulae provided here can be used
to obtain a runtime and memory use estimate. In practical applications, this information can be used to estimate the total
duration of, for example, a Monte-Carlo simulation or to ensure that the memory use will not exceed the available GPU
memory.

2.5.6. Conclusions

The two studies carried out in this section confirm the benefits brought by GPU computation. Thanks to the JAX framework,
the same code can be used on a CPU for local development and testing and then on a GPU when additional speed is needed.
These benefits are substantial: a 100-fold speed-up was observed when the same code ran on a GPU instead of a CPU. In the
Task 4 Section, we will see that this enables us to run a Monte-Carlo simulation in a couple hours, when it would have taken
weeks if ran on a CPU.

2.6. Cloud-Based Computations on AWS

2.6.1. Context and Motivation

Among emerging technologies suitable for use in the development of the UAS noise assessment tool, cloud-based options
were retained because they enable a flexible selection of the amount of computational resources allocated to solving a
problem. For example, when using Dask paired with AWS Elastic Compute Cloud (EC2), the user can choose the number and
characteristics of workers across which computations are distributed: each worker will be executed within a dynamically
spawn AWS instance with its own resources, and individual instance resources can be selected based on AWS’ offerings. This
flexibility allows us to tackle a wide spectrum of problem sizes: from the small problems encountered, for example, when
developing and debugging the noise engine to the larger problems encountered when running a full-fledged noise
assessment on a large urban area.

2.6.2. Problem Definition and Research Objective

While executing the noise engine on AWS EC2 is made easier by using Dask as a computational framework, the level of
maturity of these frameworks still does not allow for a plug-and-play experience. Multiple hurdles had to be overcome in



order to successfully run noise computations in the cloud. In this section, we document the required steps, in order to ease
the process for future users and developers of the tool.

Because ASDL does not have specific resources allocated to AWS EC2, this development effort was carried out using Amazon’s
free-tier instances, which have limited computational power and system memory (a single virtual CPU and 1 GB of RAM).
Therefore, it was not possible to demonstrate the ability to run large problems in the cloud; instead, the objective was to
develop a proof-of-concept end-to-end workflow using a simplistic scenario (small grid and very few flights). Scaling to larger
problems should not raise additional technical hurdles, but should simply require the allocation of additional resources,
which can be easily done by the user via simple configuration parameters.

2.6.3. Technical Details

The content of this section is very detailed: at the time of implementation, such details are needed in order to benefit from
the advantages of cloud-based computations.

Initial Setup Steps

The following steps can be followed to setup AWS. Depending on the organizational setup, some steps may be skipped or
require different actions. For example, instead of creating a root account and using it to create a lower-privilege account, a
lower-privilege account may need to be directly requested from the administrators of the organizational AWS EC2 account.

1. If not already available, create an AWS root account.

2. Create a lower-privilege account. For the security policy, allow programmatic access to EC2 only,
"AmazonEC2FullAccess.” More details on how to create a user can be found in AWS’ documentation.

3. Install and configure AWS CLI on the client machine. Use “pip install awscli” to install the CLI tool, followed by “aws
configure” to proceed with the initial configuration. This step requires the user's AWS access key ID as well as their secret
access key.

4. |Install the dask_cloudprovider library for AWS using “pip install dask_cloudprovider[aws].”

5. The cryptography package is also needed and can be installed via “pip install cryptography.”

More details are available in Dask’s documentation.
Disable TLS Certificates

Dask automatically provisions AWS EC2 instances by sending a script via the AWS API. The size of this script is limited to 16
kB. However, Dask’s configuration often exceeds 16 kB, mainly due to the transmission of self-signed TLS certificates used
to secure cluster communications. This is a known Dask limitation discussed in the project’s issue tracker:

. https://github.com/dask/dask-cloudprovider/issues/249
e  https://github.com/dask/distributed/pull/4465

The proposed solution is to not use TLS certificates. This is achieved by instantiating the Dask cluster by setting the security
keyword argument to False:

cluster = EC2Cluster(env_vars=credentials, security=False)

As a result, for example, the Dask dashboard is not available through https, only http. Additional steps can be taken to
properly secure the dashboard if served from a publicly accessible server.

More details on the user-provided setup scripts for creating AWS EC2 instances can be found in AWS EC2’s documentation:

o https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-instance-metadata.html
° https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/instancedata-add-user-data.html

Python and Package Versions

Other errors may arise when using Python 3.9/3.10, and the solution is to use Python version 3.8 or earlier. The relevant
tracked issue is located at https://github.com/dask/dask-cloudprovider/issues/359.

We must ensure that package versions match between client and EC2 instances that are automatically set up by Dask. Dask
issues a warning when versions mismatch. This is important, as class instances created on EC2 using one version are
serialized and sent back to the client, which may not be able to deserialize them.



Debugging the AWS EC2 Workers

Debugging is difficult due to the fact that the workers are ephemeral EC2 instances. Workers are automatically terminated
by Dask when an error is encountered. The only output that can be easily accessed after EC2 instances are terminated is the
system log. Dask can be configured to log to the system log. The steps to achieve this are documented in the Dask and
Python logging library documentations:

«  https://docs.dask.org/en/stable/how-to/debug.html?highlight=logging#logs
«  https://docs.Python.org/3/library/logging.handlers.html

Manually Copying Scripts to Workers and Manually Configuring Workers’ Python Environments

All of the additional scripts called from the main script used to launch the Dask instance (such as library files not installed
through pip) need to be manually copied to the workers (EC2 instances) using client.upload_file(). Likewise, Python
environments local to the workers also need to be manually set up, using Dask’s Piplnstall “worker plug-in.”

2.6.5. Conclusions

A proof of concept was developed to illustrate how the noise assessment tool can run in the cloud. Because of the limited
resources available to the team, a problem of very limited size was considered. This effort allowed us to gauge the ease of
using Dask’s cloud functionalities: although the capability to run a computation with minimal changes to the initial Dask
implementation exists, the experience is not yet seamless. Hopefully, the documentation provided here will help streamline
the use of Dask in the cloud.

Task 3 - Collaboration with the UAS Computation Module Development
Team

Georgia Institute of Technology

Task 3 Contents

3.1. MSU Collaboration

3.2. Volpe Collaboration

3.3. PACE Collaboration

3.4. Improvements to MSU’s Trajectory Generation Code

3.1. MSU Collaboration

3.1.1. Objective

In this task, we collaborated with the UAS computation module development team at MSU to explore ways in which both
teams can effectively exchange data and ideas.

3.1.2. Research Approach

The ASCENT9 team met with the team working on the eCommerce project at MSU on a bi-weekly basis. Led by Dr. Adrian
Sescu, this team provided demand data and a data generator to create random UAS paths. The teams discussed the
simulation of noise footprints from a notional UAS delivery network in the Memphis area. The ASCENT9 team shared an early
version of the noise engine calculation with the MSU team.

The eCommerce project revolved around emerging UAS networks and their implications in national airspace system
integration. The project’s case study is an analysis of an Amazon UAS delivery network using ground support. The MSU team
collected data for warehouses in the greater Memphis area along with the residential addresses served by these warehouses.
Trucks were placed in the area to reduce the flight time of the UASs and to help with last-mile delivery. These warehouses
are shown in Figure 18. Multiple scenarios were considered in this study:

8 drones per warehouse and 4 drones per truck (1,132 drones)
12 drones per warehouse and 6 drones per truck (1,698 drones)
16 drones per warehouse and 8 drones per truck (2,264 drones)
24 drones per warehouse and 12 drones per truck (3,396 drones)



32 drones per warehouse and 16 drones per truck (4,528 drones)
e 55 drones per warehouse and 50 drones per truck (12,305 drones)
The ASCENT9 team shared an early version of the noise engine developed under Task 4 with the MSU team, who verified that

they were able to run the noise engine on their systems.

The ASCENT9 team used the first scenario to test the noise engine with variable grid precision. These trajectories are shown
in Figures 18 and 19. The trajectories span an area of approximately 40 miles, with each trajectory’s length varying between

3,000 and 8,000 ft.

Figure 18. Warehouses in the Memphis, TN area. Figure 19. Random trajectories provided by Mississippi State
University.

3.2. Volpe Collaboration
In addition to collaborating with MSU, the ASCENT9 team collaborated with the Volpe Research Center to acquire national

transportation noise data. These data consist of combined gridded road, aviation, and railroad noise for the entire United
States provided in A-weighted 24-hr exposure levels. These data are used as background noise that is added to the noise
calculated by the engine module. A cropped overview of these data for the greater Memphis area is shown in Figure 20.




Figure 20. National transportation noise data for the greater Memphis area.

3.3. PACE Collaboration

In addition to these external collaborations, this research was also supported in part through research cyber-infrastructure
resources and services provided by PACE at the Georgia Institute of Technology. This computing environment consists of a
large computing cluster that was used to develop and test the noise engine under Task 4. This cluster was also used to
conduct experiments and help tune various parameters and aspects of how the noise engine is executed in parallel. For
example, parameters range from the number of computing nodes to the amount of memory per node and the number of
parallel processes per node.

3.4. Improvements to MSU’s Trajectory Generation Code

After the MSU collaboration ended, the initial trajectory generation code was reworked. In addition to introducing a more
efficient implementation and increased flexibility, the code was broken down into multiple logical steps that relate to
different phases of the workflow, as presented in the Task 4 Section.

Prior to the proper noise computations, the first step consists of creating tuples of staging locations, delivery locations, and
vehicles. In general, these locations are the start and end points of a flight. For example, if different use cases are considered,
such as for an e-taxi, these locations would map to pick-up and drop-off locations. The generation of these so-called
“pairings” is dictated by the concept of operations, and these pairings are then used as input for the actual noise assessment.
Currently, the implementation of this step is simple because only straight trajectories are considered, with either hover,
cruise climb, or cruise flight segments. This logic could be made more complex in the future in order to accommodate new
concepts of operations. Here, this logic is separated because it is independent from the noise computations and can therefore
be developed in parallel, as long as the data interface between these two steps of the workflow is properly maintained.

In the second step, the definitions of the flights, or flight segments, are discretized in time. We have included this step as
part of the preliminary analysis because the need for time discretization is purely an artifact of the current analysis method.
If another analysis method was to directly take in flight segments as inputs instead of vehicle locations, then the flight
segments would not need to be discretized.

This split also has the advantage of allowing for a more compact representation of a scenario, i.e., a set of daily flights.



Among other improvements, the vehicle attributes are now provided externally and stored in a CSV file instead of being
hard-coded.

Task 4 - Noise Computation Engine Integration
Georgia Institute of Technology

Task 4 Contents
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. Initial Noise Computation Engine Implementation
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. Initial Monte-Carlo Study
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. Workflow Definition and Code Refactor

. Study of Interactions Between Trajectories
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4.1. Task Overview

The motivation for developing a noise assessment tool specific to UASs was presented in the previous sections, and the
previous tasks aimed at investigating the building blocks for this tool. Once promising technologies have been identified for
the application components, they must be integrated within a coherent and easy-to-use tool: this is the purpose of Task 4.

The following sections are organized chronologically: an initial implementation was developed and used to carry out an
initial benchmark study and an initial Monte-Carlo study. Then, a consequent refactor of the code was undertaken to improve
both the internal code structure and the user interface. The refactor was intended to make it easier to work with and extend
the codebase. This latest iteration was used to study the effect of interactions between trajectories. Finally, a new uncertainty
propagation study is discussed, in which we took advantage of the speed-up brought by the GPU implementation discussed
and studied in the Task 2 Section.

4.2. Initial Noise Computation Engine Implementation

The investigation conducted in Task 2 led to the identification of adequate tools to build a high-performance, interactive,
GIS-based noise module for UASs. A Python web application was set to be built with the ability to run either locally or in a
distributed setting provided by the HPC infrastructure of Georgia Tech PACE. As Python was already determined to be the
programming language for this module, different libraries enabling parallel matrix computation and large interactive
visualization were explored. The selection process resulted in four libraries, as shown in Figure 21.




Figure 21. Enabling capabilities for the unmanned aircraft system (UAS) noise engine prototype.

Before showcasing the architecture of the web application, we discuss the structure of the Python object for the grid. Noise

metrics are built on the distances between the grid and the path of the noise source. In other words, for each point in the
path, its distance to every point in the grid must be calculated. This information can be stored as a 3D matrix, where the
third dimension matches the number of points in the path. A notional sketch of this structure is shown in Figure 22. This

choice benefits from the highly optimized methods of numpy, a Python library for multi-dimensional arrays.

Figure 22. Notional structure of the noise module object.

The UAS prototype must demonstrate the calculation and visualization of two types of noise metrics: peak metrics and
exposure metrics. The individual steps to calculate each metric are presented in Figure 23.



Figure 23. Steps for calculating peak and exposure noise metrics.

The parallel execution of the noise engine is carried out using the Dask library, with the following implementation steps:

1. Define computational steps as operations on generic datasets.
2. Prepare datasets.
3. Define computational resources.
4. Launch the dynamic scheduler and map/apply operations on the datasets.
5. Collect results.
The computational resources are defined by the hardware available for parallel computation, which is characterized by the

number of cores or workers and the available memory per core. In addition to allowing parallel computations on single
machines, Dask supports cluster schedulers such as PBS and Slurm and is supported by AWS.

The dynamic scheduler is one of the most powerful features of Dask, as it handles data partitioning and calculations without
much user interference. This scheduler creates an optimized directed acyclic task graph to transfer data and apply
computations using the given resources. An example of such a task graph is shown in Figure 24. This graph corresponds to
a peak metric event calculation using 10 workers.

Figure 24. Task graph generated by Dask’s dynamic scheduler.

The generic implementation steps on Dask are illustrated in Figure 25, where the client refers to the web browser used to
visualize the noise contours.
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Figure 25. Implementation steps in Dask.

To visualize these contours on the browser, the Dask data objects need to undergo packaging operations using xarray and
datashader. There is a limitation on the number of points a browser can support; therefore, datashader is used to allow the
data to be sampled and visualized in a meaningful way. Datashader objects are integrated in Bokeh, but they do not support
Dask arrays. Xarray was used to wrap the Dask objects for use within datashader. This data pipeline is illustrated in Figure

26.

Figure 26. The data pipeline from Dask to Bokeh.

The overall architecture of the UAS noise calculation prototype is displayed in Figure 27. The noise contours are calculated
and stored on the PACE distributed cluster. For visualization, Bokeh requests a portion of the data that is aggregated and
projected using datashader. This step requires continuous communication between the Dask scheduler and the workers
writing the data that have been bypassed to files. Alternatively, a central file could be created to collect the results; however,
this comes with a high communication cost that must be considered. The data are accessible from the Bokeh server through
secure ssh tunneling to the PACE interface. This is a major advantage of web applications over desktop applications, as it

provides broader cross-platform access for clients.



Figure 27. Overview of the noise module. PACE: Partnership for an Advanced Computing Environment.

4.3. Initial Benchmark Demonstration

This benchmark study aimed to simulate the noise footprint from a notional UAS delivery network in the greater Memphis
area. In this study, 40 warehouses serving approximately 30,000 residential addresses were considered. Trucks that serve
as UAS staging platforms are positioned near some neighborhoods, which reduces UAS range requirements and reduces
delivery times. For this study, 8 UASs per warehouse were considered, with 4 UASs per truck and a total of 1,132 total flights.

The paths for these flights are shown in Figure 28.



Figure 28. Flight paths in the benchmark study.
The national transportation noise map was used as background to supplement the engine’s computations. The contours of

this background noise are shown in Figure 29. The cumulative L, noise contours generated uniquely from UAS activities are
displayed in Figures 30 and 31. The effect of UAS activity on the existing noise in the greater Memphis area is shown in

Figure 32.

Figure 30. Computed unmanned aircraft system (UAS)
noise (Lacgz2enr)-

Figure 29. National transportation noise map of the
greater Memphis area.



Figure 31. Combined noise (Lacq24n0)- Figure 32. Change in Laeg 40
The La .. value for UAS noise with the interactive demo is illustrated in Figures 33 and 34. This figure indicates the potential
difference in noise impacts across areas with high noise exposure levels compared with areas that currently have limited

noise exposure levels. A large difference is found between exposure and peak metrics. The interaction can be better
understood by including the background noise.

Figure 33. Combined noise Lae. (left) and change in L4 (right).



Figure 34. Interactive demo.

4.4. Initial Monte-Carlo Study

Because UAS operations are stochastic in nature, individual flight trajectories for each day depend on daily orders and
demand, as shown in Figure 35. In some cases, staging locations can also vary. The operator strategy applied to the trajectory
planning can also include noise dispersion and altitude constraints to minimize the noise. The annual average day metrics

are not capable of capturing daily changes.

Generate daily random input path files for many days

{4

Extract a noise metric for each input file

{

Overlay the results obtained

Threshold

Figure 35. Notional workflow for a probabilistic approach to noise assessment.



A question arises: what is the likelihood of exceeding some threshold on any given day and how many locations will exceed
this threshold? We first attempted to answer this question using a Monte-Carlo simulation; however, this process is
computationally expensive. The goal of this probabilistic assessment is to obtain the likelihood of exceedance contour. The
first attempt included 100 daily deliveries for 3,800 days on a coarse grid (250k points). The CPU time included 10,000
simulated days and resulted in collecting multiple noise metrics at the same time. To a first-order approximation, the delivery

noise distribution was based on the address/population distribution.

Staging

Delivery

Figure 36. Likelihood of exceedance for Laegza = 20 dB.

The choice of metric and threshold has a significant impact on the observed results, as demonstrated in Figure 37, which
shows the likelihood of exceedance when L., is increased from 20 dB to 50 dB.
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Figure 37. Likelihood of exceedance for Lan. = 50 dB.

4.5. Implementation of the SAE5534 Atmospheric Absorption Model

The team implemented the atmospheric absorption losses defined in SAE ARP5543. This implementation provides a more
realistic method of atmospheric sound absorption than the very simplified method used at the beginning of this project.
This approach also builds on earlier standards, such as ARP866A, and allows the modeling of noise absorption to be sensitive
to humidity and temperature, as expected. The current implementation works as a function that replaces the simplistic
distance scaling. This function is also included in the Dask implementation as a function that utilizes parallel execution. The
JAX implementation serves as the basis of a GPU shader function. While there is some penalty in the execution speed in both
cases, the current implementation appears to work reasonably well. The team also worked to ensure accuracy in the
implementation by comparing the implementation’s output to the reference data supplied in ARP5543. In addition, the team
compared the current implementation with AEDT’s implementation. Both comparisons yielded only minor differences

attributable to floating point precision and rounding differences.




4.6. Workflow Definition and Code Refactor
4.6.1. Workflow Definition

The analysis workflow was formalized in order to drive the development of the
new GUI. The resulting workflow is depicted in Figure 38. In the first step, all of Step 1: Specify Inputs
the inputs to the analysis are specified and/or loaded; this step includes defining p 1: Specify Inp
the analysis area, generating or retrieving trajectories, and loading the
background transportation noise. In the second step, analysis settings are

 Define Analysis Area
- Generate/retrieve trajectories

provided by the user, and the proper noise assessment is executed. Finally, the » Retrieve background noise
results are visualized. ‘

4.6.2. Code Refactor Step 2: Launch Analysis
A code refactor was undertaken to make the codebase more modular. By » Choose backend

modular, we mean, for example, logically splitting the code between the GUI- - Other analysis settings
related parts and the analysis-related parts. Within the part of the code devoted

to the GUI, modularity means defining clear interfaces between components. For ‘

example, the map displayed in the main noise assessment tool can now easily

be reused within Jupyter notebooks in the context of a stand-alone study. Step 3: Visualize Results

» Select metric

Many new features were developed, including the ability to display more
operational scenario details (staging and delivery locations, flights, etc.), the
inclusion of multiple input panels allowing the user to specify analysis inputs
(instead of hard-coded values), and an integrated display of all output metrics on
a single map.

Figure 38. New structured workflow.

As mentioned in the Task 2 Section, the trajectory generation was also enhanced, with more flexibility in defining new
vehicles and their noise characteristics.

4.6.3. Upgraded GUI

The upgraded GUI is shown in Figure 39. Similar to most GIS software, the map occupies most of the screen. On the left-
hand side, a tab-divided panel contains all of the controls necessary to follow the workflow defined in the previous section.



Figure 39a. Annotated screenshot of the new graphic user interface. The left-hand side (shown in a green box for
emphasis) displays the control panel, featuring tab-based navigation. The visualization map occupies the remaining space
on the right-hand side (shown in a red box for emphasis).

Figure 39b. Screenshot of the control panel of the new graphic user interface.



4.7. Study of Interactions Between Trajectories

4.7.1. Motivation and Objective

In the current implementation of the noise engine, trajectories are processed separately. Therefore, the combined impact of
two flights at the same geographical location (i.e., the same virtual microphone) is not considered. To assess the validity of
this simplification in the context of the operational scenarios under consideration, we conducted a study to quantify the
discrepancy introduced by this approach.

Instead of using a full operational scenario to characterize the discrepancy, we focused on a smaller test case, and we
proceeded in two steps. First, using two vehicles, we illustrated the error that results when the two vehicles are considered
independently. We then generalized this error to a larger number of vehicles: because of the simple noise model being used,
the error could be computed analytically as a function of the vehicle number. This first part of the study allowed us to identify
the types of situations in which the error was significant, namely, when multiple vehicles were simultaneously close to a
microphone location. Then, in a second step, we sought to determine the frequency at which such situations occurred in the
considered operational scenarios.

More specifically, we aimed to assess the impact of computing the L,,,,, metric by considering all vehicles independently,
rather than summing the individual sound intensities of nearby vehicles at every microphone location. We focused on the
L, max Metric because this is the only metric of interest that is affected by an independent treatment of trajectories. The other
metrics result from a time integration, making the concurrency of events irrelevant to their final computed value.

The following simplifications were made compared with the usual noise assessment setup:

The analysis grid consists of a single microphone.

All vehicles had the same noise level at 100 ft (65 dBA).

All vehicles flew at the same altitude/z-coordinate (100 ft).

Each vehicle was located at a set distance from the microphone in the horizontal x-y plane.

4.7.2. Two Vehicles with Varying Distance from the Microphone

We considered two vehicles and varied their respective distances, d; and d,, to the microphone in the x-y plane (same
altitude, same source noise level). As shown in Figure 40, the difference in the two metrics approaches zero when the vehicles
are far from each other (one has a significantly higher contribution than the other; therefore, taking the maximum of the
two noise levels becomes a good approximation). When the two vehicles are located at the same distance from the
microphone, the intensity is underestimated by 1/2 when the maximum is used instead of the sum of intensities, and
accordingly, the difference between the two noise level metrics is 10log(2) = 3.01.



Figure 40. Evolution of Ly... (upper left), La.ow (Upper right), and the difference between these two quantities (lower left).

4.7.3. Varying the Number of Vehicles

We varied the number of vehicles from 2 to 100. All vehicles were
assumed to be at an altitude of 100 ft and a distance of 1,000 ft
from the microphone. These assumptions correspond to the
diagonal of the previously shown plots, i.e., the situation in
which the difference between the two metrics is the largest.

In the previous section, the noise level was underestimated by
101log(2) because we were considering two vehicles. Here, we
expect the difference to be 101og(Nyepicres), Which is confirmed in
Figure 41.

4.7.4. Assessing Situations in which Multiple Vehicles
are Simultaneously Close to a Geographical Location

In the previous sections, we assessed situations in which
multiple vehicles are simultaneously located within a relatively
close distance to a given geographic location. We sought to
verify whether such a situation would arise in a drone delivery
scenario. In the following, we applied a fixed time window for
the simulation (e.g., 1 hr).

Figure 41. Evolution of the approximation error.

Within this time window, a fixed number of vehicles depart and proceed to deliver packages. The departure times were
chosen such as to be uniformly distributed within the time window. Delivery trips that would exceed the time window were

truncated.



We plotted the duration during which more than a certain threshold number of vehicles are within a certain threshold distance
(measured in feet) of the grid point. Here, we set the threshold number of vehicles to 2 or 5 and the threshold distance to
100, 500, or 1,000 ft. The total number of vehicles in the simulation was set to 100, 500, or 1,000 vehicles.

These results correspond to situations in which the value of L, ., may significantly differ based on the method of
computation.

Creating the Flight Schedule

We created a flight schedule and stored it in a 3D array whose dimensions are (a) the number of time steps, (b) the total
number of vehicles in the simulations, and (c) four data values. The last dimension, which has a size of 4, contains the (x, y,
z) coordinates of the vehicle and the noise level at 100 ft. In the present study, the vehicle's noise level is not used since we
only focus on distances. Here, we keep the number of 1-s-long time steps fixed to 3,600 (1 hr), but we vary the total number
of vehicles departing within that flight window.

Counting the Number of Nearby Flights

To obtain a quantity that can be easily represented on a map, for each location on the grid, we counted the number of time
steps in which the threshold number of vehicles was exceeded within the threshold distance. Both the threshold distance
and the threshold number of vehicles were varied.

Results

We used Texas data as an example, where the locations and vehicle noise values are loosely based on the Noise Assessment
for Wing Aviation [8], with two warehouses used as staging locations for the drones. Results are shown for the different
threshold values in Figures 42-44.

Observations and Conclusions
In Figures 42-44, we observe the following:

e As we increase the distance threshold, the number of time steps for which the condition is met increases: there are more
situations in which vehicles are within a 500-ft radius of a grid point than situations in which they are located within 100
ft.

e As we increase the threshold number of vehicles, the number of time steps in which the condition is met decreases:
there are fewer situations in which five vehicles are within a given distance of a grid point than situations in which only
two vehicles are within this distance.

e As the total number of vehicles simulated within the 1-hr time window increases, the number of time steps in which
multiple vehicles can be found within a given distance of a grid point increases. As the vehicle concentration increases,
it becomes easier to find situations in which multiple vehicles are simultaneously within a given distance of a grid point.

e There are two main grid points for which many vehicles may be found simultaneously, corresponding to the two
warehouses from which vehicles depart.

These observations match our expectations: the zones of high traffic correspond to the neighborhoods of the staging
locations. When the total number of vehicles remains relatively low, there are few situations in which two or more vehicles
are found simultaneously near a grid point, and these situations occur only when the radius is set to 500 or 1,000 ft. These
correspond to situations in which the sound levels would be relatively low because of the relatively high distance, and the
noise would need to be summed for fewer than five vehicles.

As the number of vehicles increases, such situations become more common, and more than five or more vehicles may be
found within the threshold distances used in this study. However, such occurrences are relatively rare and are concentrated
at locations from which the vehicles depart. For 1,000 vehicles departing within a 1-hr time window, we begin to observe
ray-shaped zones, for which multiple vehicles may be present within a given distance. However, this level of traffic most
likely exceeds realistic levels (a rate of 1,000 departures per hour corresponds to a departure every 3.6 s). Moreover, if such
a high density of traffic was needed, more staging locations would most likely be used, therefore reducing the noise impact
at each of the staging locations.



Figure 42. Number of occurrences in which the number of vehicles simultaneously flying within a certain threshold
dense scenario: 100 vehicles within a 1-hr time window.

distance of a location in the study area exceeds a threshold number of vehicles. Results are shown for the least



Figure 43. Number of occurrences in which the number of vehicles simultaneously flying within a certain threshold
distance of a location in the study area exceeds a threshold number of vehicles. Results are shown for the least
dense scenario: 500 vehicles within a 1-hr time window.



Figure 44. Number of occurrences in which the number of vehicles simultaneously flying within a certain threshold
scenario: 1,000 vehicles within a 1-hr time window.

distance of a location in the study area exceeds a threshold number of vehicles. Results are shown for the least dense



4.8. Uncertainty Propagation Leveraging GPU

4.8.1. Motivation and Objective

UAS operations are subject to multiple sources of variability, including the following:

e Daily individual flight trajectories are dependent on orders/demand.
e Staging locations may change day to day (e.g., when trucks are used for staging drones).
e Operator strategies for trajectory planning may include noise dispersion and altitude constraints to minimize noise.

Thus, UAS operations should be modeled as a stochastic process, as annual average day metrics do not capture daily changes.
Instead of seeking deterministic measures of noise exposure, we aim to estimate the likelihood of exceedance for some
threshold on any given day across the study area. In mathematical terms, we consider P(Ly 4, = X dBA), the probability that
Ly max Will exceed X dBA.Results are depicted as contours on a map of the study area, with the level X being varied, therefore
leading to different contour plots for each value of X. This study is the second attempt at a Monte-Carlo simulation, which
takes advantage of the GPU speed-up.

4.8.2. Setup

The study area covers the urban region of
Memphis, TN, representing a 60 x 60 mile
square. Delivery drones may depart from 1 of
41 warehouses, and delivery locations are
uniformly sampled from residential locations
within the study area. The resolution of the
analysis grid is 1,056 cells in each direction:
as a result, the sides of the square cells
measure approximately 300 ft. In the
considered operational scenario, 500
deliveries are performed per day, and the
simulation is repeated for 10,000 days. The
only source of variability considered in this
study is the day-to-day variability of the flights.

Compared with the first Monte-Carlo study, the
grid is approximately 4 times larger, and there
are approximately 5 times more flights per
day, resulting in an overall 20-fold-larger
problem size.

4.8.3. Results and Conclusions

The results of this study are shown in Figure
45. As discussed previously, each plot
corresponds to a different noise exposure
level threshold: 10, 20, 30, or 40 dBA.
Warehouses are shown as red dots. We observe
that the high-probability area shrinks as the
threshold increases, consistent with
expectations. The geographical areas with a
high probability of exceeding 40 dBA are
concentrated near the staging locations.

The full Monte-Carlo simulation was
completed in approximately 7 hr by using 50
GPUs from Georgia Tech’s PACE cluster. Each
run takes approximately 2 min to complete.
This runtime is orders of magnitude shorter

Figure 45. Results of the graphics processing unit (GPU) Monte-Carlo
simulation. Contour plots denote the probability that L, ,,,, exceeds a
threshold level. Threshold levels were varied at 10, 20, 30, and 40 dBA.



than the first Monte-Carlo attempt that was run on a CPU (hours instead of weeks), thus confirming the benefits achieved
when running the noise engine on GPUs.

Milestone
The team delivered a recommendation for an updated GIS system to the FAA and members of the AEDT development team.

Major Accomplishments
The team presented an initial prototype of the UAS noise engine with an interactive display while running on a parallel
computing cluster to the FAA.

Publications
None

Outreach Efforts
The team engaged in outreach and coordination with the ASSURE Center of Excellence team and their work at MSU. The team
also collaborated with the Volpe Center and participated in the NASA UAM Noise Technical Working Groups.

Awards
None

Student Involvement

The Georgia Institute of Technology student team consists of three graduate research assistants. At the beginning of the
project, all graduate research assistants engaged in the GIS background research. The team is now divided to tackle the
different aspects and implementation of the noise engine, novel computational technology testing, and the creation of
benchmark studies that serve as a test bed for testing the computational scaling of different approaches.

Plans for Next Period

In the next reporting period, we plan to complete the current work plan and perform more testing with emerging
computational technologies on a defined sample problem. After further discussion with the FAA, the team will look to support
the FAA in potential applications of the UAS noise engine and to transfer the UAS noise engine to the FAA.
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size, design cruise Mach number, and maximum range. This task will examine the implications of the physical and technical
dependencies on airline operational cost. Through the vehicle performance sensitivities, such as passenger capacity and
design cruise Mach number, the combined “sweet spot,” i.e., the most profitable vehicle for an airline to operate, can be
determined. To accomplish this goal, the existing vehicle models created in the prior year will be utilized and supplemented
with the additional vehicles proposed in this period of performance. These vehicles together will serve as the foundation to
create credible sensitivities regarding parameters such as vehicle size and design cruise Mach number. These sensitivities
will then be embedded in the airline operating-cost estimation model and used to explore the combined vehicle and airline
operational space to identify the most economically feasible type of supersonic vehicle.

In an independent complementary approach, to consider the demand and routes for supersonic aircraft, the Purdue team
developed a ticket pricing model for possible future supersonic aircraft that relies on the “as-offered” fares, before the novel
coronavirus (COVID-19) pandemic, for business-class and first-class tickets on routes expected to have passenger demand
for supersonic aircraft. Via an approach considering the number of passengers potentially demanding fares at business class
or above on a city-pair route, the distance of that city-pair route, an adjustment to increase the over-water distance of the
route where the aircraft can fly supersonically to allow for the shortest trip time, and the range capability of a low-fidelity
modeled medium SST (55-passenger capacity) to fly that route with the shortest trip time, the Purdue team identified a
network among 257 airports that could potentially allow for supersonic aircraft service in a network of routes with at least
one end (i.e., the origin or destination) in the United States (US).

Work undertaken this year included expanding the US-touching network to a worldwide network. This change to a worldwide
network required the identification of a global fleet of aircraft (type and number of aircraft) as well as the passenger demand
on each route. By providing these potential routes as input to the Fleet-Level Environmental Evaluation Tool (FLEET)
simulation, the allocation problem in FLEET then determines which routes would be profitable for the airline to offer
supersonic transportation and how many supersonic aircraft would operate on these routes, providing a prediction of which
routes might have supersonic aircraft use and the number of supersonic flights operated on those routes at dates in the
future. Because of the evolution of the existing fleet of subsonic aircraft and changes to the cost-estimation module of
NASA’s FLight Optimization System (FLOPS), the Purdue team developed an acquisition and operating cost model that is used
to estimate these costs for all aircraft modeled in FLEET. During this year’s efforts, the Purdue team also began work to adapt
FLEET to analyze the operations and environmental emissions of business jet operations. This task entails estimating travel
demand of business jet aircraft, the fleet size and mix that serve that demand, the worldwide network of operations, and
the development of the resource allocation model that estimates the optimal utilization of aircraft to satisfy travel demand.

One major accomplishment of the project during the performance period is the preliminary results for the design of a 65-
passenger SST cruising at Mach 1.7 for 4,250 nmi. The preliminary results are arrived at through computational fluid
dynamics (CFD)-based vehicle shape optimization, engine cycle modeling using Numerical Propulsion System Simulation
(NPSS), and noise modeling using NASA’s Aircraft Noise Prediction Program (ANOPP), and mission analysis and detailed
takeoff and landing analysis that incorporates variable noise reduction system (VNRS) using FLOPS. These modeling
approaches and programs are all integrated into FASST, which allowed Georgia Tech to generate interdependency results
between fuel burn (or maximum takeoff weight [MTOW]) and certification cumulative noise levels (in EPNdB; effective
perceived noise in decibels). The other major accomplishment is Georgia Tech’s support of the environmental assessment
(EA) study of Greensboro airport in order for a potential supersonic airframe manufacturer to perform flight tests. The EA
study required Georgia Tech to model a generic transport SST that is representative of the potential supersonic airframer’s
concept except with marginal noise characteristics (small cumulative noise margin). The rationale is to account for noise at
the current limiting, highest-noise case (bounded within the existing subsonic, Stage 5 noise certification limits of
compliance) so that developmental SST configurations operated at or below this upper MTOW can be built, tested, and refined
to these noise goals. Georgia Tech generated all the necessary performance attributes and imported them into AEDT to
generate noise contours for Greensboro. Both the vehicle performance and AEDT databases are provided to the FAA, who in
turn worked with Greensboro airport to perform the actual environmental assessment. The final major accomplishment
during the period of performance is the development of a methodology to construct regression models to be used in the
full-flight simulation for FAA’s AEDT. The current method is to rely on a base of aircraft data (BADA) databases; however,
there is currently no BADA database for supersonic transports. Georgia Tech has successfully developed a regression
methodology to predict fuel burn, net thrust, and drag coefficient values over the entire span of mission.

Purdue used its FLEET tool to produce initial estimates of the fleet-level impact of future supersonic aircraft operating on the
worldwide network. The SSTs required for these fleet-level analyses were provided by the Georgia Tech vehicle modeling
tasks with FASST, to maintain consistent aircraft modeling throughout the project. The studies provide a glimpse into future



supersonic air travel by using physics-based models of supersonic vehicle performance. Future work should build on current
estimates to conduct more detailed vehicle and fleet performance.

Project Introduction

Georgia Tech and Purdue partnered to investigate the effects of supersonic aircraft on the future environmental impacts of
aviation. Impacts assessed at the fleet level include direct CO, emissions and fuel consumption. The research is conducted
as a collaborative effort to leverage capabilities and knowledge available from the multiple entities that make up the ASCENT
university partners and advisory committee. The primary objective of this research project is to support the FAA in modeling
and assessing the potential future evolution of the next-generation supersonic aircraft fleet.

Milestones
Georgia Tech had three milestones for this year of performance:
1. Generate interdependency results showing trades between fuel burn and cumulative noise levels
2. Support FAA in an EA using FASST and AEDT
3. Provide FASST SST descriptions and characteristics in Microsoft PowerPoint format

For Purdue, the proposal covering this year of performance included several milestones:
1. Update the aircraft cost coefficients
2. Expand the FLEET route network to include global routes
3. Analysis of alternate SST aircraft concepts
4. Develop a FLEET-like model to analyze business jet operations

Previously, the aircraft cost information needed for FLEET simulations, including the acquisition and operating costs, were
generated using the cost module in FLOPSv8. The cost module is no longer available in FLOPSv9, which both Purdue and
Georgia Tech are using for vehicle sizing and performance estimation, so a new cost model with similar functionality was
needed and developed during this year’s effort.

To increase the utility of FLEET and the insights that can be gained by analyzing the introduction of an SST into the fleet, the
Purdue team expanded the network of operations from the US-touching network to a global network. The airports in the
network are still the original 257 airports, but the routes among them in the FLEET network now include all global routes
with regularly scheduled service. This update to FLEET also included the identification of the worldwide size and mix of
aircraft used by airlines to provide service and meet passenger demand.

Finally, the team began work to enable the analysis of environmental emissions and impact of a supersonic business jet on
operations. This entails the creation of a FLEET-like tool that mirrors the analysis of airline operations but is adapted to
capture the features of business jet operations.

Major Accomplishments

Major accomplishments of the project during the period of performance include the generation of preliminary results for the
design of a 65-passenger SST cruising at Mach 1.7 for 4,250 nmi, with interdependency results between fuel burn (or
maximum takeoff weight) and certification cumulative noise levels (in EPNdB). These results were obtained through CFD
based aerodynamic shape optimization of the aircraft geometry, NPSS engine modeling, noise modeling in ANOPP, and
mission analysis coupled with detailed takeoff and landing analysis incorporating VNRS through FLOPS.

In addition, Georgia Tech supported the EA study of the Greensboro airport in order for a potential supersonic airframe
manufacturer to perform flight tests. This was accomplished by modeling a generic SST representative of the potential
supersonic airframer’s concept except with a small cumulative noise margin Georgia Tech generated all the necessary
performance attributes and imported them into AEDT to generate noise contours for Greensboro, shared these databases
with the FAA, , who in turn worked with Greensboro airport to perform the actual environmental assessment. Lastly, Georgia
Tech developed a methodology to construct regression models to be used in the full-flight simulation for FAA’s AEDT,
sidestepping the current way of relying on BADA databases, which do not even exist for supersonic transports. As such, this
methodology can now predict fuel burn, net thrust, and drag coefficient values over an entire mission flight envelope.



One major accomplishment of the Purdue team during this year’s effort was the successful expansion of the network of
operations from 1,149 US-touching routes among 257 airports to 5,503 worldwide routes; this increases the analytical
capability of FLEET and enables a more comprehensive assessment of the impact of supersonic transportation on the
environment. The updated FLEET models can identify routes on which an SST can provide profit to airline operations and the
associated environmental emissions. Because of the available data, this update also moved the FLEET baseline year of analysis
from 2005 to 2011. With the addition of more historical data, which includes the impact of COVID-19 on airline operations
and travel demand in 2020 and 2021, the demand and emissions projections until 2050 are more realistic.

Task 1 - SST Aerodynamic Modeling

Georgia Institute of Technology

Objectives

There are two primary objectives of the SST aerodynamic modeling task:
e Aerodynamic shape optimization of the SST outer mold line (OML) for a given cruise Mach number (for a fixed
planform area and wing capture area)
e Generation of parametric drag polars for the optimized vehicle that capture aerodynamic performance across the
entire flight envelope as a function of wing planform area and inlet capture area

Research Approach

Analysis Workflow

A general analysis process was developed to obtain the aerodynamic performance of multiple aircraft designs. This process
was then automated with Python and implemented by using Georgia Tech’s high-performance computing facilities. Because
the analysis workflow was automated and easily parallelizable, many designs could be analyzed at once. Hundreds of
aerodynamic analyses could be completed in a matter of hours, allowing for rapid evaluation of designs and generation of
drag polars.

Starting from a set of design variables, the first step was to generate a computer-aided design (CAD) representation of the
aircraft geometry. This process was done using Engineering Sketch Pad (ESP), a lightweight, open-source CAD tool developed
by MIT [1]. ESP allows users to easily script generation of complex geometries and to expose design parameters. Therefore,
changing global parameters, such as the sweep angle or taper ratio, would automatically and seamlessly scale and reposition
the different sections of the wing. After a new geometry was defined, it was then saved to a generic CAD file (the EGADS
format in the current workflow) and tessellated for later use in CFD analysis.

The OML is tailored to maximize lift/drag (L/D) at the design cruise Mach number as a surrogate to minimize mission fuel
burn. The optimization is broken down into three stages: two initial phases focusing on the fuselage and vertical tail (VT)
design, and one main stage focusing on the wing planform optimization. Both inviscid (Euler) and Reynolds-Averaged Navier-
Stokes (RANS) CFD analyses are used in a multi-fidelity optimization approach to reduce design time and cost. NASA’s Cart3D
[2] is the inviscid solver used and Siemens’ STAR-CCM+ [3] is the RANS solver used. The following sections detail each
airframe design phase.

Fuselage Design

Using the number of passengers set by requirements, the fuselage design, in terms of minimum cabin length and width
requirements, is constrained by the cabin layout. While slender fuselages are preferable for supersonic cruise performance,
care must be taken to avoid an excessively long body, as takeoff rotation constraints necessitate longer and thus heavier
landing gears. Once the cabin layout is frozen, additional refinements are conducted on the fuselage nose and tail cone
sections, in terms of length and cross-sectional radius, to optimize for cruise L/D. During this fuselage design process, the
wing planform is frozen. A design of experiments (DoE) is developed, with the length of the nose, length of the tail, and
cross-sectional radii for various stations of the fuselage as independent variables. CART3D with a single-pass viscous
correction is used for the aerodynamic analysis. The results from this DoE are used to train a neural network surrogate,
which in turn is used to optimize the vehicle for cruise L/D. The resulting fuselage design is then frozen and used in the
wing optimization stage.



Figure 1. Cabin layout for a 65-passenger aircraft.

Vertical Tail Design

The VT is designed primarily based on two critical Federal Aviation Regulations (FAR): §25.147 for directional control under
two-engine inoperative (2EIl) conditions and §25.237 for crosswind requirements. Directional stability is analyzed using first-
order principles and semi-empirical relations, rather than CFD. Design variables considered are wing planform area, aspect
ratio, taper ratio, leading edge sweep, and thickness to chord. The goal is to find the smallest VT planform area that satisfied
the requirements for the furthest feasible VT location relative to the wing. A symmetric biconvex airfoil is used, with a
thickness-to-chord ratio (t/c) fixed to a value that ensures an adequate cross-sectional thickness for the rudder actuators but
is small enough to not penalize supersonic cruise performance. The rudder chord length to mean aerodynamic chord fraction
is set to 0.35.

Wing Planform Design

Since the aerodynamic performance of the vehicle is strongly dependent on the wing planform, most of the optimization
effort is focused on this component. As such, RANS CFD is used to analyze the performance of each design perturbation.
The wing is defined by two sections, inboard and outboard, and five airfoil profiles. Global variables like taper ratio, aspect
ratio, sweep, and dihedral apply to the entire wing, whereas the delta variables control the difference between the inboard
and outboard sections. The wing break location variable determines the spanwise extent of the inboard section relative to
the outboard, for a fixed total span. Biconvex airfoils are used to define the wing, with twist and camber being part of the
design space. The maximum camber is limited to half the specified t/c ratio.

Given the dimensionality of the problem and the cost of each function call, there is a need to be strategic about how this
optimization exercise is carried out. As such, a gradient-free active subspace approach is first used to reduce the
dimensionality of the design space using less expensive inviscid CFD. Then, adaptive sampling is performed in this reduced
design space with RANS simulations to improve the L/D. A high-level overview of this process is shown in Figure 2. The goal
of the active subspace method [4] is to reduce the high-dimensional input space of some function to a lower-dimensional
subspace, the so-called active subspace. For instance, given a function f(x), where x € R? is a high-dimensional input vector,
the following approximation is made:
f&®) = g(z)=gW'x) M

where g(z) is an approximate predictor of f(x), and W € R®¥ is a projection matrix that maps the inputs x to a low-
dimensional representation z € R¥, which are referred to as the active variables with k <d. In other words, the active
subspace method aggregates potentially many design variables into a few modes that best capture the variability of the
output. As a result, optimization with respect to the active variables is more efficient because the size of the design space
is exponentially reduced. Fitting a surrogate to predict the output of interest is also made easier as the active subspace
alleviates the infamous “curse of dimensionality.” The main difficulty of the active subspace method is in finding the matrix
W that best approximates the variability of f(x). Although most dimensionality reduction methods are unsupervised, the
active subspace is a supervised approach. This implies that the reduction of the input spaces is not based on the similarity
between design vectors; rather, it is informed by the functional dependence between the input and the output spaces.

The classical active subspace approach for dimensionality reduction proposed by Constantine relies on gradient information
of the objective function, which can be challenging to obtain. Gradient-free approaches have been proposed in the literature
[5, 6, 7], but these methods require extensive sampling of the objective function, which can be costly in scenarios where
the objective is being evaluated by high-fidelity codes like RANS solvers. To counter this drawback, Mufti et al. [8] have
proposed a gradient-free and multi-fidelity approach whereby a lower fidelity and relatively cheaper code, in this case Cart3D,
is used to extract an approximation of the RANS active subspace. The requirement for this approach is an initial DoE that
samples the design space. Each case in this DoE is evaluated in Cart3D and L/D is recorded. The proposed multi-fidelity



approach is then applied to obtain a reduced representation of the design variables based on the lower fidelity results.
Although the inviscid L/D results from Cart3D are not as accurate as those obtained with RANS, both tend to have similar
behaviors. Therefore, it is reasonable to assume that an active subspace computed using inviscid results is a good
representation of the corresponding subspace that would be obtained with RANS results. Mufti et al. have demonstrated that
this assumption holds for the design of transonic airfoils and wings. Although using lower fidelity results to compute the
active subspace has drawbacks and does reduce the accuracy of the method, it also significantly reduces the cost of
computing the active subspace. For the purposes of this work, this tradeoff between accuracy and computational cost is
considered acceptable.

Figure 2. Aerodynamic optimization process. DOE, design of experiments; RANS, Reynolds-Averaged Navier-Stokes.

Once the reduced representation of the design variables is determined, the RANS optimization process begins. The objective
function is maximized through an adaptive sampling approach, using the efficient global optimization (EGO) method [9]. To
start the process, a warm-start DoE is run to train a Kriging surrogate model. The Kriging model not only provides a prediction
of the objective function at nonsampled points, but it also provides an estimate for the model prediction uncertainty between
two sampled points. These two ingredients are used in the EGO method to balance “exploration” vs “exploitation” of the
design space. In the current context, “exploration” refers to sampling in regions where model uncertainty is high, and
“exploitation” denotes sampling in regions close to the optimum. After the initial warm-start DoE and model training, a small
number of candidate points are selected that maximize the “expected improvement” criterion of the objective function. These
samples are then evaluated in RANS, the Kriging model is retrained, the expected improvement is recomputed, and the
process repeats until a user-defined stopping condition is met. In this fashion, the aerodynamic performance of the vehicle
is improved iteratively. The sample size of the warm-start DoE and the number of additional samples required is dependent
on the dimension of the design space and, as such, the active subspace dimensionality reduction in the previous step is
critical for minimizing the overall design time and cost.

Note that for some vehicles, the optimization process would converge on a wing design with an excessive sweep and aspect
ratio. The resulting vehicle would then have a large wing weight during the system analysis, which would severely hinder
mission performance. This is because the wing planform design is purely aerodynamic and lacks any structural consideration.
To circumvent this issue, an upper limit on wing weight has been added to the adaptive sampling approach. As a result, the



EGO algorithm searches for new samples that maximize the expected improvement of the objective while having a high
probability of meeting the wing weight constraint following the process described in [10]. For this purpose, the wing weight
is estimated from a given planform using the FLOPS weight equations [11]. From these weight estimates, an additional
Kriging model is trained, which is then used to predict the likelihood of a new design to satisfy the weight constraint. Figure
3 shows an example of a design optimized without and without the wing weight constraint.

Figure 3. Comparison between an unconstrained and a wing weight-constrained optimum. W,,,, wing weight; L/D, lift-to-
drag ratio.

Drag Polar Generation for Optimized Vehicle

Once the vehicle with the highest cruise L/D is obtained, to enable mission analysis, drag polars for every point in the
operating envelope are generated in the form of a table with Mach, altitude, lift coefficient (C), and drag coefficient (Cp) as
the columns. Generating a drag polar that covers the entire envelope is quite costly to perform solely with RANS CFD.
Therefore, a hybrid approach is used, as shown in Figure 4. First, the less expensive Cart3D is used to generate a set of
“baseline polars” for all Mach number and angle-of-attack (AoA) combinations. Note that since Cart3D is an inviscid solver,
altitude is not an input because it only impacts viscous forces. RANS CFD is then used to sample a subset of the low-fidelity
flight conditions. In this case, a total of 15 RANS samples are considered. The flight conditions for these RANS cases were
chosen strategically to minimize the root mean square error of the surrogate model and the number of high-fidelity cases
required to achieve that. Because altitude was not a consideration for the low-fidelity CFD, random values were assigned to
each RANS sample in a way that spread them out uniformly in the expected range of Reynolds number. These viscous results
are then used to calibrate the inviscid polars to account for viscous effects. This is achieved using hierarchical Kriging [12],
which is a type of multi-fidelity surrogate model. In this situation, the low-fidelity data are the numerous Cart3D results and
the high-fidelity samples are the few RANS CFD solutions.

Parametric Drag Polars Capturing Impacts of Changing Wing Planform Area and Inlet Capture Area

Aerodynamic optimization is conducted for a fixed-wing planform area and inlet capture area. However, as part of vehicle
sizing and mission analysis, both the engine size and wing planform area are allowed to scale. To account for the impacts
of these changes on the aerodynamic performance of the vehicle, it is desirable to have a set of drag polars that are a
function of these design variables. This objective is efficiently achieved through a proper orthogonal decomposition (POD)
reduced-order model (ROM).

A parametric ROM approximates the prediction of a function by mapping an m-dimensional input vector to a d-dimensional
output vector. Unlike a conventional surrogate model, the quantity being predicted is a high-dimensional vector. The
development of parametric drag polars at a high level is illustrated in Figure 5 and mostly follows the work shown in [13],
where a similar approach was used for a parametric engine deck. The main steps are as follows: First, a DoE is created to
sample the design space spanned by wing planform area and inlet capture area. A total of 10 samples are defined with
unique combinations of the two design variables. The nacelle length is correlated with the inlet capture area and is thus a
fallout. A multi-fidelity mission drag polar is generated for each of the samples in the DoE using the process outlined in the
preceding section. These drag polars are then used as observations to train the ROM. Once the modes and coefficients for
the POD model are obtained, a radial basis function is used as the interpolating mechanism for the POD coefficients such
that drag polars can be predicted at previously unseen values of the design variables.



Figure 4. Schematic depicting multi-fidelity drag polar generation process. Alt, altitude; AoA, angle of attack; MF, multi-
fidelity; CL, lift coefficient; CD, drag coefficient.

Figure 5. Schematic demonstrating the construction of the parametric drag polars. Alt, altitude; CL, lift coefficient; CD,
drag coefficient.

Results

Fuselage Design
Table 1 shows the variables and ranges for the fuselage OML DoE. Figure 6 shows the L/D trends against each of the design

variables at the design point that maximizes cruise L/D. Analysis of the DoE results through the surrogate model reveals a
plateau in L/D for the nose length variable and a natural maximum for the tail length. The radius at the start of the cabin,
the radius at two-thirds cabin length, and the radius at the end of the cabin have a peak cruise L/D at the minimum allowed
value due to the cabin constraint. The radius at one-third cabin length does not have a peak cruise L/D at the minimum
radius, and instead has a maximum cruise L/D at 1.2 times the minimal allowed radius. The radius at the midpoint of the

tail does have a peak L/D at the upper bound of the design range.



Table 1. Fuselage outer mold line design of experiments.

Parameter Min Max Parameter Min Max
Value Value Value Value
Nose length 200 in 1,200 in Radius at 1/3 of cabin length 54 in 81 in
Cabin length 1,122 in | 1,122 in Radius at 2/3 of cabin length 54 in 81 in
Tail length 200 in 1,200 in Radius at end of cabin 54 in 81 in
Radius at start of cabin 54 in 81 in Radius at midpoint of tail 12.5in 37.51in

Figure 6. Profiler of fuselage design of experiment surrogate model.

Vertical Tail Design

The chosen VT planform area is 375 ft?, which requires a 28’ rudder deflection under two-engine inoperative (2El) conditions
defined by FAR §25.147. This deflection is 2° lower than the assumed reasonable limit of 30" and thus provides a buffer.
Figure 7 shows the rudder deflection required as a function of VT planform area to maintain a straight heading under 2El
conditions (left), along with the rudder deflection required as a function of crosswind speed (right). The sub-figure on the
right in Figure 7 shows that to satisfy FAR §25.237, a rudder deflection of approximately 15° at 25 kts crosswinds is needed,

which is well below the assumed limit of 30°. Table 2 presents a summary of the final VT design parameters.

Figure 7. Rudder deflection required to counter yaw from two-engine inoperative (2El; left) and crosswind (C.W.; right)

conditions.




Table 2. Vertical tail design parameters.

Vertical Tail Parameter Value
Planform area (ft?) 375
Aspect ratio 1.5
Taper ratio 0.25
Leading edge sweep (degrees) 45
Thickness to chord (average) 0.04

Mach 1.7 Vehicle Wing Design

For this study, the planform area of the wing is fixed at 5,125 ft2. In total, there are 18 geometric variables (Table 3) with
angle of attack being the 19th design variable. One hundred warm-start cases are executed to sample the design space
initially, followed by an additional 100 adaptive samples. The adaptive sampling is stopped when the expected improvement
in L/D is on the order of 0.01. Figure 8 shows the distribution of L/D over the warm-start and adaptive samples. As depicted
in this figure, the majority of the adaptive sampling cases (blue and purple) have L/D values between 9 and 10 at cruise.
Some adaptive samples with lower L/D (between 5 and 9) correspond to early points in the adaptive sampling; i.e., during

the “exploration phas

e” of the optimization.

Table 3. Wing design variables and bounds.

Parameter Lower | Upper | Parameter Lower Upper
Bound | Bound Bound Bound
Overall taper 0.1 0.3 Delta ¢/4 sweep break [ded] -20 0
Overall AR 2.25 4 Section 1 (twist, max camber) | [0, 0%] [1.5, 0.5(t/c)]
Overall c/4 sweep [deg] 40 60 Section 2 (twist, max camber) | [-5, 0%] [5, 0.5(t/0)]
Overall dihedral [deg] -5 5 Section 3 (twist, max camber) | [-5, 0%] [5, 0.5(t/0)]
Delta taper break 0 0.3 Section 4 (twist, max camber) | [-5, 0%] [5, 0.5(t/0)]
Delta dihedral break [deg] | -5 5 Section 5 (twist, max camber) | [-5, 0%] [5, 0.5(t/c)]
Wing break location 0.3 0.6

Figure 9 shows a comparison of baseline and optimized wing planforms with the design variable values compared in Table
4. The major differences in the optimized vehicle relative to the baseline are the larger sweep, an inboard shift in the wing

Figure 8. Distribution of lift to drag (L/D) over warm-start and adaptive sampling.




break location, and a change in the twist distribution and camber of the wing. The highest L/D for this vehicle at cruise is
10.16 for a €, of 0.156, which is a 9.25% improvement over the baseline vehicle peak L/D, which occurs at a ¢, of 0.146.

Table 4. Comparison of baseline and optimized wing design variables.

Parameter Baseline | Optimized | Parameter Baseline | Optimized
Overall taper 0.1 0.109 Delta dihedral break [deg] 0 0.08

Overall AR 2.5 2.519 Section 1 (twist, max camber) [0, 0%] [0.77, 0.92%]
Overall ¢/4 sweep [deg] 52.5 61.65 Section 2 (twist, max camber) [0, 0%] [0.93, 0.34%]
Overall dihedral [deg] 0 -0.62 Section 3 (twist, max camber) [0, 0%] [1.44, 0.53%]
Delta taper break 0.2 0.138 Section 4 (twist, max camber) [0, 0%] [-2.23, 0.56%]
Delta ¢/4 sweep break [deg] | -10 -11.60 Section 5 (twist, max camber) [0, 0%] [-0.76, 0.42%]
Wing break location 0.45 0.347

Figure 9. Comparison of baseline and optimized wing planforms.

Figure 10. Multi-fidelity drag polar at cruise conditions. CL, lift coefficient; CD, drag coefficient.

Figure 10 shows the multi-fidelity drag polar at cruise conditions for the optimized vehicle. Black points represent the three
RANS samples at this flight condition. The high-fidelity curve in this figure shows the drag polar that would have resulted if
only the RANS data points were used to fit the surrogate and to extrapolate to the entire flight envelope. Likewise, the blue
points are the inviscid data from Cart3D, and the blue low-fidelity curve represents the drag polar obtained from the low-



fidelity data only. The red multi-fidelity curve thus depicts the final drag polar for this vehicle, generated by the multi-fidelity
surrogate using both inviscid and RANS data. The effect of the multi-fidelity surrogate can be summarized by an upward
shift of the inviscid drag polar, which can be attributed to the effect of friction drag.

Mach 2.0 Vehicle Wing Design

The design of the Mach 2.0 vehicle closely follows the approach described previously for the Mach 1.7 vehicle. The same
variable listed in Table 34 was used, 100 warm-start cases were initially generated, and roughly 100 additional cases were
adaptively generated until the expected improvement was below a given threshold. However, to accommodate the higher
cruise Mach number, the wing sweep bounds were shifted by 10°; i.e., the lower and upper bounds were 50° and 70°,
respectively. Also, the optimization of the Mach 2.0 was performed with a constraint on the estimated wing weight. This is
because an unconstrained optimization would produce a wing planform with an unreasonably high wing weight. A wing
weight upper limit of 53,000 Ibs was assumed based on the estimated wing weight of the Mach 1.7 vehicle.

The table below lists the optimized design parameters of the Mach 2.0 aircraft with a wing weight constraint. Many of the
parameter values are similar to those of the Mach 1.7 design, with the sweep being noticeably larger, as expected for the
higher cruise Mach number. The highest L/D at cruise, among the feasible designs, was 9.68 at a ¢, of 0.156. This
aerodynamic performance is 4.72% smaller than the Mach 1.7 optimum, which is explained by the higher design cruise
speed. Note that this is still higher than the maximum L/D of the baseline. Figure 11 provides a comparison of the Mach 1.7
and 2.0 optima.

Parameter Baseline | Optimized | Parameter Baseline | Optimized
Overall taper 0.1 0.098 Delta dihedral break [deg] 0 0.24

Overall AR 2.5 2.607 Section 1 (twist, max camber) [0, 0%] [0.86, 0.98%]
Overall c/4 sweep [deg] 52.5 63.63 Section 2 (twist, max camber) [0, 0%] [1.30, 0.62%]
Overall dihedral [deg] 0 -0.914 Section 3 (twist, max camber) [0, 0%] [0.19, 1.05%]
Delta taper break 0.2 0.199 Section 4 (twist, max camber) [0, 0%] [-1.84, 0.86%)]
Delta c¢/4 sweep break [deg] | -10 -7.838 Section 5 (twist, max camber) [0, 0%] [-0.74, 0.41%]
Wing break location 0.45 0.347

Figure 11. Comparison of the Mach 1.7 and 2.0 optima. W.,., wing weight; L/D, lift-to-drag ratio; AR, aspect ratio; TR,
taper ratio; /\, wing quarter chord sweep.



Task2 - SST Propulsion System Modeling

Georgia Institute of Technology

Objectives

The propulsion system plays an important role on performance metrics, such as fuel burn, gross weight, and takeoff field
length, and in environmental metrics, such as noise and emissions. As such, the objective of the propulsion system modeling
was to develop the capability to analyze and predict the necessary data to model those metrics of interest. The developed
model needed to provide thrust and fuel flow as a function of Mach number, altitude, and throttle setting. Engine dimensions
needed to be predicted and provided to aerodynamic analysis to assess aircraft drag. The engine weight needed to be
predicted as part of the overall aircraft empty weight. Additionally, the propulsion analysis must provide the necessary
information to model the noise produced by the engine.

Research Approach

Much of the details for the propulsion model were described in the last report [14]. As a brief summary, the propulsion
system models a mixed-flow turbofan (MFTF) engine cycle. The engine cycle performance is modeled using Numerical
Propulsion System Simulation (NPSS), and the dimensions, flowpath and weight are modeled using Weight Analysis of Turbine
Engines (WATE++). This report focuses on changes applied to the propulsion model over the last year. For further details on
the propulsion model, the reader is directed to the report from previous years and an AIAA article [21].

Propulsion Performance: Model

Several updates have been made to the propulsion cycle model. The pressure losses in ducts were previously set as constant
values. This was updated so that the duct losses now scale with the square of corrected airflow in the duct, as described by
Walsh [15]. The mixer loss model was also updated to better account for losses due to mixing as the flow conditions at the
mixer change with flight condition, throttle, and variable nozzle throat. This is important for the noise power-management,
which will be explained in the Off-Design Analysis section. The mixer loss model is based on the works of Frost [16] and
Zola [17] and accounts for momentum losses due to unequal total pressures on the bypass and core side, friction losses in
the chute of the mixer, and incomplete mixing losses. The turbine mean-line analysis was updated to ensure a 50% reaction
design. This was done to ensure consistency with the efficiency correlations used. The number of stages for all
turbomachinery can be adjusted to ensure reasonable work-coefficients (i.e., pressure ratio per stage). Since part of the
mean-line analysis allows varying the design speed of the shafts and the radii of the turbomachinery, the stresses on the
blades can change. To ensure that the allowable metal temperature used in the cooling flow model was appropriate to the
blade stresses experienced, a turbine creep life model was implemented that uses a Larson-Miller correlation to estimate the
creep life of the blades, given the metal temperature and predicted stress on the blades.

Propulsion Performance: On-Design Sizing

Engine cycle analysis previously used throttle ratio, the ratio of design turbine inlet temperature to maximum turbine inlet
temperature, as a means of varying the theta-break, the Mach number at which the engine becomes temperature limited.
However, with the turbine-creep life analysis setting a reasonable blade temperature, it was desirable to vary the maximum
(max) turbine inlet temperature to trade cooling-flow penalties with the performance benefits of a higher turbine inlet
temperature. This meant that for a given range of throttle ratio, the range of design turbine inlet temperature would shift
with max turbine inlet temperature. Additionally, it was possible to set a throttle ratio that would place the theta-break at a
higher Mach number than cruise. Because the point of picking a theta-break is to control the thrust lapse at cruise, it was
decided to size the cycle such that design turbine inlet temperature was varied to target a desired corrected fan speed (i.e.
thrust lapse) at top-of-climb when operating the top-of-climb turbine inlet temperature at maximum turbine inlet
temperature. This ensures that both the max turbine inlet temperature and the thrust lapse at top-of-climb can be varied in
a manner that ensures a more reasonable range of top-of-climb thrust lapse. This process is enabled by the multi-design
point setup which allows perturbing design point parameters to meet targets at other flight conditions.

Propulsion Performance: Off-Design Analysis

In the last report, we detailed two different power-management schemes that utilize the fuel flow and a variable nozzle
throat control. The first was an efficiency approach, used throughout the majority of the flight, by holding a peak efficiency
line on the fan as the thrust was reduced. The second method favored noise when reducing thrust and is used only for
landing and takeoff (LTO) noise analysis. This works by initially decreasing thrust along the 100% speed line of the fan,
resulting in constant airflow and a greater reduction in fan pressure ratio and therefore jet velocity. This approach results in
significantly more airflow in the bypass duct, which increases the Mach number and extraction ratio at the mixer. The mixer



model described above enables capturing the performance losses as a result of using this power-management scheme. The
noise power-management approach has been further improved by favoring lower fan speed over lower fan pressure ratio at
low thrust. This was done to favor a reduction in fan noise, which is dominant during the lower thrust used at approach. The
fan operating point is always constrained by limits on the mechanical actuation of the nozzle throat as well as stall margin
limits.

Propulsion Weight

As mentioned earlier, the stress predicted by the flowpath model is used to determine the turbine rotor blade creep life,
which enables setting a reasonable allowable metal temperature. This in turn allows varying the maximum allowable turbine
inlet temperature, which affects the amount of cooling air required to maintain the desired metal temperature. Additionally,
noise results showed a significant reduction in noise from the fan rotor-stator spacing variable. To avoid exploiting the
benefits of increasing rotor-stator spacing, the flowpath model is updated to reflect the increases in the length and weight
of the engine. Additionally, an efficiency penalty is imposed on the fan to reflect the pressure losses that would occur in the
extended distance between the rotor and stator due to both end wall friction losses and rotor wake mixing.

Results

The propulsion system modeling described in this section supports the design space exploration described and explained
in Task 5. The results shown in Table 5 and Table 6 are the propulsion cycle performance and geometry and weight for the
selected design discussed in Task 5.

Table 5. Engine performance for current selected design.

Fan pressure ratio

Bypass ratio 3.21 3.58 3.21
Overall pressure ratio 25.49 20.77 25.42
Compressor exit temperature (T3) [R] 1,357 1,540 1,460
Burner exit temperature (T4) [R] 3,173 3,536 3,360
Turbine inlet temperature (T41) [R] 3,083 3,436 3,266
Corrected airflow at the fan face [lbm/s] 908.8 839.3 919.3
Percent of design corrected fan speed 100.0 94.5 100.0
Thrust [Ibf] 10,415.6 6,757 32,143
Thrust specific fuel consumption TSFC [llbb% 0.847 1.029 0.642
Nozzle pressure ratio 4.58 7.71 1.99
Jet velocity [ft/s] 2,003 2,396 1,481
AT



Table 6. Engine geometry and weight for current selected design.

Fan diameter [in] 67.2
Inlet capture area [in?] 3,401
Engine pod length [in] 438
Engine pod weight [Ib] 11,464

Task 3 - Mission Analysis

Georgia Institute of Technology

Objectives

The objective of mission analysis was to synthesize and size the supersonic transport for a specified design mission. The
top-level requirement for sizing the current SST was to cruise at Mach 1.7 carrying 65 passengers for 4,250 nmi.

Research Approach

As with previous work, Georgia Tech researchers leveraged the Framework for Advanced Supersonic Transports (FASST)
modeling and simulation (M&S) environment to model the supersonic vehicles for this task. This framework is based on the
Environmental Design Space (EDS). The goals of EDS and FASST are the same: to provide a modeling and simulation
environment that enables tradeoffs and interdependencies among aircraft system-level metrics. The difference is that EDS
was designed for subsonic aircraft; therefore, modifications were implemented to enable the modeling and simulation of
supersonic aircraft. In the case of FASST, the system-level metrics of highest interest are the vehicle weight, design mission
fuel burn, and LTO certification noise. The flow diagram for the FASST environment (Figure 12) shows the inputs, outputs,
and interconnections between each discipline’s analysis module in the modeling and simulation environment.

Figure 12. Framework for Advanced Supersonic Transport (FASST) flow diagram.



The requirements and design mission were specified by the research team and outlined in the following sections. Some of
the high-level requirements were the number of passengers (65), the design Mach number (1.7), and the design mission
range (4,250 nmi). The configuration exploration and aerodynamics drag polar generation are performed in a local setting,
outside of FASST, and are described in Task 1. The resulting drag polars are fed into the mission analysis and vehicle sizing
module. The engine cycle modeling is performed in NPSS, and flowpath and weight estimation is conducted with WATE. The
engine architecture is a mixed-flow turbofan. The propulsion system modeling, discussed in Task 2, provides an engine
deck, engine weight and engine dimensions to the mission analysis and vehicle sizing module. For the vehicle mission
analysis and sizing, FLOPS is used. FLOPS uses the inputs of engine deck, drag polar, and other vehicle configuration
parameters to estimate the overall empty weight of the aircraft. FLOPS then iterates on the vehicle gross weight to complete
the mission prescribed by the designer. FLOPS also scales the engine thrust and wing area to produce the designer specified
wing-loading and thrust-loading. If the engine is scaled in FLOPS, it is subsequently rescaled in the engine analysis to obtain
an updated engine performance and weight. This iteration continues until the engine no longer requires scaling. After sizing,
the vehicle is analyzed through a series of off-design missions.

Reference 18 offers more description of the mission segments within FLOPS; they are climb, cruise, refueling, payload
releases, accelerations, turns, hold, and descent [18]. Many of these mission segments are developed for modeling military
aircraft. The mission segments used for this study are climb, cruise, loiter, and descent, and the performance of each
segment is done using a step integration method to compute fuel burn, elapsed time, distance covered, and changes in
speed and altitude. The mission profile used for this study is shown in Figure 13. Also shown in Figure 13 is the reserve
mission that is flown to compute reserve fuel. The reserve fuel has an additional safety margin of 5% of total trip fuel.

Cruise Climb @ M=1.7

Descent

Cruise @ M=0.8
Climb Hold
30 mins
Missed Descent
Approach
Taxi Out  Take-off Land Taxi In
} Design Range = 4,250 nmi | k— Alterzrggenri?nge -

Figure 13. Mission profile for 65-passenger, M1.7 supersonic transport.

For the climb segment, FLOPS offers users a choice of providing a climb profile or it may be optimized by the program. The
latter option is used for this sizing exercise. More specifically, the optimization option of minimum fuel to climb (as opposed
to minimum time to climb or minimum time to distance) is chosen for the climb optimization. For this climb optimization,
FLOPS divides the climb into a series of energy steps. Within each energy step, the combination of speed and altitude that
maximizes the objective—in this case, inverse of minimum fuel—is determined.

For the cruise segment, FLOPS has several options for suboptimization, and they are optimum altitude, optimum Mach
number, or both to achieve max specific range or minimum fuel flow, fixed Mach number and altitude, fixed altitude and
constant lift coefficient, and maximum Mach number for either fixed altitude or optimum altitude. For the 65-passenger
Mach 1.7 SST, the option of fixed Mach number/optimum altitude for specific range is chosen.

For the descent segment, FLOPS offers three options: prescribed profile, at constant lift coefficient, or at maximum L/D. For
the SST of interest, the descent is flown with maximum L/D.



Although not part of the synthesis and sizing process, the detailed takeoff and landing module of FLOPS is used in order to
provide detailed information on the takeoff and landing trajectories for the LTO noise analysis. The LTO noise prediction is
discussed in the next task (Task 4 - LTO Noise Modeling).

Finally, to synthesize and size the supersonic transport, FLOPS requires the following information:
e Geometry definition of the optimized shape configuration from Task 1: Aerodynamics
e Parametric high speed drag polars from Task 1: SST Aerodynamics Modeling
¢ Landing and takeoff drag polars also from Task 1: SST Aerodynamics Modeling
e Engine deck, engine weight, and max nacelle diameter and length from generated from Task 2: SST Propulsion

System Modeling

e Aircraft component weights from FLOPS internal empirical weight equations based on vehicle gross weight and
geometric information provided

e Two major vehicle scaling parameters, wing loading (W/S) and thrust to weight (T/W) ratio, are varied with each
mission analysis execution to satisfy balanced field length and approach speed constraints while minimizing take-

off gross weight.

Results
The mission analysis result for the Mach 1.7 SST carrying 65 passengers for 4,250 nmi (excluding reserve mission) is listed

below and depicted in Figure 14:
e Takeoff: Mach = 0-0.30 at altitude of O ft
Subsonic climb: M = 0.30-0.95; altitude changing from 0 ft to 25,000 ft
Transonic supersonic climb: M = 0.95-1.4; altitude changing from 25,000 ft to 30,000 ft
Supersonic climb: M = 1.4-1.7; altitude changing from 30,000 ft to 47,910 ft
Cruise climb: constant cruise M = 1.7; altitude changing from 47,910 ft to 54,771 ft
e Descent: deceleration from M = 1.7-0.30; altitude decreasing from 54,771 ft to O ft

The reserve mission results are as follows:
e Reserve fuel available: 28,139 Ib (includes 5% of fuel used in main mission)

e Total hold time: 30 min
e Climb: from 0 to 30,000 ft, with Mach increasing up to 0.88
e Cruise: 30,000 ft at M = 0.88
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Climb 2 /' M0.95 — M1.4 Cruise @ M=0.8
FL250 — FL300
Climb 3(*)*0@
. mins
Climb 1
MO0.30 — M0.95 Missed Descent
FLO — FL250 Approach
Taxi Out Take-off
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Figure 14. Mission profile for medium supersonic transport.



Task 4 - LTO Noise Modeling

Georgia Institute of Technology

Objective

The objective of this task was to study the impact of different takeoff trajectories and noise assessments for LTO noise.
Alongside the team’s traditional VNRS trajectory and its associate variables, the Georgia Tech group took upon the modeling
of noise abatement departure procedures (NADP) set forth by NASA and ICAO, again with respective associated trajectory
variables. Furthermore, in the interest of quantifying noise reduction benefits both close to and distant from the aerodrome,
the team considered a new metric based on integrated sound exposure level (SEL).

Research Approach

As for many tasks developed by the Georgia Tech team in the context of supersonic aircraft, the modeling and simulation
was performed in the FASST. Within this framework, once the configuration is properly modeled, the code uses FLOPS’
detailed takeoff and landing module to calculate the takeoff trajectory. This information, along with many other engine and
aircraft modeling parameters, is then passed on to ANOPP, which is also developed by NASA. The focus of this task is,
therefore, to study the impact of the variables that control the takeoff trajectory on the noise assessment for a particular
configuration. In essence, while this work is “nested” in the overarching design space exploration, the trajectory variables
can be varied with no sizing impact to the configuration being studied.

The previously mentioned VNRS consists of a series of pilot-initiated and automatic (i.e., no pilot control) changes to engine
and airframe configurations during a takeoff run to help reduce noise. In addition to the VNRS trajectory, two NADP
trajectories, identified as ICAO-A and ICAO-B, have been implemented into the off-design analysis to explore other potential
takeoff procedures. The ICAO-A trajectory is meant to minimize noise near the aerodrome and the ICAO-B trajectory is meant
to minimize noise farther away from the aerodrome. To better illustrate each takeoff procedure, Table 7 presents a rundown
of each of the options. Also, it is worth pointing out that the programmed high lift devices (PHLD) mentioned in Table 7
consist of a flap deflection schedule optimized for the aerodynamic efficiency for the required lift at each point in the takeoff
trajectory, which is controlled by the flight management system. On a similar note, the programmed thrust lapse rate (PLR)
is used differently by the VNRS and NADP procedures. In the former, it is an automatic thrust reduction controlled by FADEC
and implemented immediately after the aircraft clears the obstacle during takeoff; in the latter, it is used as the engine
cutback setting. Finally, the various highlighted aspects of each takeoff procedure are variables in our DoE that control
aspects of the trajectory.



Table 7. Trajectories breakdown.

VNRS

NADP-1 (ICAO-A)

NADP-2 (ICAO-B)

Takeoff start

Initiate the takeoff run with a specified power reserve (VARTH)

After the obstacle

Reduce power to specified
lapse (PLR), engage PHLD
schedule and adopt a
constant flight path (GFIX)
and fly up to specified
altitude (HSTOP_1)

Maintain current flight
setting and fly up to
specified altitude
(HSTOP_1a)

Keep current thrust setting
constant, adopt a constant
flight path (GFIX_1b) and fly
up to specified speed
(VSTOP_1b)

Transition to constant
thrust and constant speed
and fly up to specified
altitude (HSTOP_2)

Engage PHLD schedule and
fly up to specified speed
(VSTOP_2b)

Pilot-initiated cutback

Cutback engine setting set
automatically by FLOPS

step

Cutback engine setting set by the PLR variable in the next

Transition to constant
thrust and speed, reduce
power to specified lapse
(PLR) and fly up to specified
altitude (HSTOP_2a)

Transition to constant
thrust and speed, reduce
power to specified lapse
(PLR) and fly up to specified
altitude (HSTOP_3b)

Transition to constant
thrust and flight path
(GFIX_3a) and fly up to
specified speed (VSTOP_3a)

Transition to constant
thrust and flight path
(GFIX_4b) and fly up to
specified speed (VSTOP_4hb)

Adopt a constant flight path
(GFIX_4a), engage the high
lift devices schedule and fly
up to specified speed
(VSTOP_4a)

Final segment

Fly off the aerodrome (50,000 ft distance from break release) with the previous settings

As previously stated, the noise assessment for each aircraft configuration is done using NASA’s ANOPP program. In
performing these assessments, some assumptions were made in selecting and using different ANOPP modules. Table 8
presents a breakdown of the ANOPP input file structure and the rationale applicable to each module or section.




Table 8. Modules used in aeroacoustics analysis.

Component | ANOPP Module | Acronym Rationale
Considered separate trajectories (prescribed by FLOPS) for the sideline
Trajectory Source Flyover SFO and the cutback/approach noises assessments - the difference being that
Module the sideline trajectory did not include a cutback section after the second
segment acceleration - and both cases used a VNRS takeoff trajectory
Fink’s Airframe Standard module to predict the broadband noise from the dominant
Airframe Noi FNKAFM components of the airframe and based on a method developed by Fink
oise Module
for the FAA
Single Stream The single stream jet mixing noise was calculated with a methodology
Jet Circular Jet SGLJET based on SAE ARP 876 as this is known to be the best representation of
Noise Module the current nozzle type
Heidmann Fan The fan inlet and discharge noises were assessed separately for their
Fan Noi HDNFAN tone and broadband contributions using a methodology based on
oise Module X
correlations to model and full-scale test data
Given that the chosen fan module assumes that the inlet and discharge
Fan Noise ducts are without acoustic treatment, the attenuation spectra are applied
Treatment Treatment TREAT to separate predictions of the inlet and aft radiated source noise
Module produced by the source noise module and a total attenuated fan noise
prediction is produced
Combustion The combustor noise was predicted with a methodology developed by
Combustor Noise Module GECOR General Electric, and later adopted by the SAE A-21 Committee
Used to compute the geometric effects of wing shielding or reflection on
Shielding Wing Module WING the propagation of engine noise (depending on the engine
placement/configuration)

Finally, the key metric of merit for the LTO analysis for design/cycle selection is certification EPNL (effective perceived noise
level), Georgia Tech has been starting to explore the potential for alternative noise metrics that better account for the whole
noise footprint of the aircraft. While the most obvious means to do this would be to measure the noise footprint as predicted
by AEDT, Georgia Tech currently does not have an automatic FAAST to AEDT pipeline, which would be needed to include
AEDT results in our design space studies. For this reason, a new noise metric was considered where SEL was integrated along
the flight path. Potentially this could be a more holistic method of comparing takeoff noise impacts, as opposed to only
examining the three certification points, and better minimize noise footprints in a region of interest. By using this metric in
combination with the ICAO-A and ICAO-B takeoff procedures, the Georgia Tech team plans to explore whether our current
design space exploration procedure is optimizing for certification noise to the detriment of the overall noise footprint.

Results
Certification noise is a key metric for the design space exploration in described in Task 5, and the procedures described in
this section allow the Georgia Tech team to analyze how this metric varies across the design space.

Task 5 - Design Space Exploration
Georgia Institute of Technology

Objective

The objective of this task was to explore a large design space of engine, airframe, and operational parameters to assess the
interdependencies of fuel burn and LTO noise. In conceptual design, the final performance and environmental impact of a
given vehicle is unknown. A key task in conceptual design is to parameterize the vehicle model such that different vehicle
designs can be generated and evaluated. Doing so allows an assessment of how different parameters affect the metrics of
interest and what the tradeoff between metrics looks like. By understanding these tradeoffs in the context of current
regulatory limits, it enables designers to better understand how to design vehicles to meet current regulations and it allows
policy makers an understanding of the implications of modifying current regulatory limits.



Research Approach

All the modeling elements described above and in previous reports are part of a modeling and simulation environmental
called FASST. FASST was used as the model to map alternatives to objectives. Alternatives were determined from a design of
experiments, which included engine cycle, engine flowpath, thrust-loading, wing-loading, and LTO operational parameters.
The engine cycle parameters include fan pressure ratio, overall pressure ratio, design turbine inlet temperature, max turbine
inlet temperature, and extraction ratio (i.e., bypass ratio). The engine flowpath parameters include variables such as hub-tip
ratio, tip Mach number, specific flow, etc. The LTO operational parameters include takeoff thrust setting, programmed lapse
rate, second segment flight path angle, fixed-speed transition altitude, and cutback altitude. The design space exploration
for the airframe geometry was done separately and described above in Task 1. From the available parameters, a DoE was
used to generate alternatives. The design included a fractional factorial design and a random uniform sampling of several
thousand additional designs. This was done as more sophisticated space-filling designs would take too long to generate
given the number of designs desired. Additionally, the run time of FASST is fairly short and FASST can be distributed across
~1,700 cores using HTCondor [19]. The results are analyzed and plotted using JMP v16 [20], and ranges are refined for
subsequent analysis as needed.

Results

Interim results of this work resulted in paper published at AIAA Aviation 2022; interested readers are encouraged to consult
that paper [21]. This section will focus on the current status of results, which includes several model updates since the
publication of that paper. These results pertain to a 65-passenger aircraft designed for a Mach 1.7 cruise and a range of
4,250 nmi. The results shown in Figure 15 demonstrate the type of results that can be obtained using FASST. The Pareto
front is shown in pink and the currently selected design in green. These results are preliminary and require refining design
variables ranges, as mentioned earlier, to fully resolve the Pareto front. Currently the Pareto front is not a smooth curve and
appears to be missing designs at the lower noise margin. As such, additional runs will be performed to better resolve these
trends. In identifying the Pareto front shown below, various constraints were imposed. These included limits on the takeoff
and landing field lengths, approach speed, turbine creep life, and turbomachinery loading, as well as ensuring that each of
the individual noise margins meets Chapter 14 requirements.

Additionally, obtaining these results involved increasing the empirical weight factors in FLOPS by 10%. There remains
uncertainty in the applicability of current empirical correlations for a commercial supersonic transport. Although various
items such as fuselage are expected to be greater due to the larger pressure differential at the higher cruise altitude and the
higher dynamic pressure experienced by the airframe as a whole, there remains uncertainty as to what the weight of different
parts of the aircraft will be. This will ultimately affect the results of the tradeoff shown below.

The results shown below are for a vehicle designed to cruise at Mach 1.7. In addition to the Mach 1.7 aircraft, a Mach 2.0
and Mach 1.4 vehicle will be evaluated in order to demonstrate how the interdependency shifts with Mach number. As Mach
number is perhaps the most important design variable for a supersonic aircraft, it is important for policy makers to
understand the implications of changing Mach number on this interdependency. Similarly, the upcoming results will inform
designers when selecting the cruise Mach number for a vehicle.



Figure 15. Pareto front of ramp weight vs noise margin.

Task 6 - SST Modeling in AEDT

Georgia Institute of Technology

Objective

The primary objective of this task is to propose a methodology for the construction of models to predict fuel burn, net thrust,
and the drag coefficient value over the entire span of missions that a given SST will be performing and to support the
implementation of full-fight modeling capability for SSTs in AEDT. A sample data package for the NASA Supersonic
Technology Concept Aeroplanes (STCA) concept has been sent to FAA subject matter experts to kick-off the implementation
efforts in AEDT on a set of four origin-destination (OD) pairs.

Research Approach

The technical approach for this section of the report is organized into propulsion data and aerodynamic data regression
subsections. Also note that the propulsion and aerodynamic data used in this task are from a different SST discussed in
Tasks 1 to 5 due to their availability.

Propulsion

To generate coefficients for net thrust and fuel consumption for each SST concept, the engine deck data are regressed using
a fifth-order least squares linear regression through JMP. In this case, net thrust and fuel flow are both regressed against
static pressure ratio, total temperature ratio, Mach number, and power code (8, 6;, M, and PC, respectively). This results in
two regression equations with 31 coefficients (the unknowns) plus the intercept. For the sake of simplicity and efficient
implementation within AEDT, note that both net thrust and fuel flow have the same regression equation form.

Because it is not possible to obtain a good fit for the whole engine deck data using one regression equation, boxes of
different Mach number, altitude, and power code interval combinations are designated in such a way that the union of the
set of boxes encapsulates the design mission and other notional missions for the specific SST concept in question. The data
from the engine deck are then filtered according to these boxes, and the regression exercise explained above is employed
for each box, resulting in two regression equations, one for net thrust and one for fuel flow, for each designated box. Shown
in Figure 16 is the box selection for the 55-passenger M 1.8 SST concept, with the box selection for the ascent phase of the
design mission in green and the descent phase in blue. In this case, 7 boxes would result in 14 equations. Also note that



the box selection is unique for each SST concept, because each concept has a different design mission. A concept with a
higher cruise speed and altitude might require more boxes to be defined to obtain good regression results than would a
concept with lower cruise speed and altitude.

Figure 16. Propulsion box selection for 55-passenger M1.8 supersonic transport concept.

To evaluate the goodness of fits for each box, the values for predicted value for net thrust and fuel flow that can be obtained
using the regression equations and the values for net thrust and fuel flow from the concept engine deck are used to calculate
percent error. Probability density function distributions are then constructed using JMP to visualize the error for each box
individually. A standard deviation of less than 1, a mean equal to 0, and percent error values lower than 4% at the 97.5% and
2.5% quantiles are all signs of a good regression. An example of these percent error distributions is shown in Figure 17.
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Figure 17. Percent error distribution example.
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After obtaining a promising set of regressions for a particular concept, the next step is to validate them against the concept’s
design mission and off-design mission data generated using FLOPS. This will be explained in more detail in the validation

section below.

Aerodynamics
To generate coefficients for the regression of the coefficient of drag for each SST concept, the design team provides raw

FLOPS data that contain cardinal values of Mach number, C, altitude, and their corresponding C,. The strategy that is
exploited is to first regress the drag coefficient on those cardinal values using a stepwise fit before conducting a quadratic
interpolation. By using this strategy with fewer C, cardinal values, introducing Mach number as a cardinal value, and
empowering the quadratic interpolation rather than the stepwise regression, the results were much better (errors ranged
between -1.4% and 1.8%). Hence, the team decided to exploit this strategy for all future aero regressions using the latter

strategy with fewer C..

JMP is exploited to perform the stepwise regression of the drag coefficient on Mach number, altitude, and C, number. Because
the behavior of the drag coefficient is quite different between subsonic, transonic, and supersonic phases, three different
boxes are usually created and regressed against. The set of cardinal values to be chosen should always encompass the
design mission in order to avoid extrapolation. Figure 18 shows an example of a supersonic regime equation obtained with

the stepwise fit analysis.

Figure 18. Form of the equation yielded by the stepwise fit on the cardinal values of Mach number (green) and lift
coefficient (C,; yellow) and a continuous altitude.

The design mission to which the validation is performed does not have specific cardinal values: Mach number, altitude, and
C. number are continuous. To enable predictive power for any input combination that is in between the original cardinal
values of the inputs, a custom-made Python script was developed to perform a quadratic interpolation. The quadratic

interpolation has the following form (see Figure 19):

Figure 19. Form of the quadratic interpolation.
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Figure 20. Total drag coefficient (Cp) error distribution example.

Figure 20 shows an example of total C, error distribution after the quadratic interpolation has been conducted. Boxes are
evaluated on their own at first, and then the total error distribution is evaluated. Once the fit is satisfactory, the design
mission comes in and is considered as the validation set. This will be discussed in the next section.

Validation and Implementation in AEDT

The validation exercise consists of using the propulsion and aerodynamic regressions to obtain values for thrust, fuel flow,
and drag coefficient for the SST concept’s design mission and off-design mission data generated through FLOPS, and to
compare the predicted values to the actual values from that data by calculating percent error and constructing probability
density function distributions to visualize the results. To perform this exercise in a quick and efficient manner, a Python
script was created that takes the propulsion and aerodynamic regression equations, as well as the data from the FLOPS
mission, as inputs and calculates the percent error between the predicted regression outputs and the actual FLOPS outputs
for net thrust and fuel flow. A flow chart that outlays how the validation process works and how the Python script was
developed is shown in Figure 21.




Figure 21. Validation process flowchart.

Since the FLOPS mission data does not contain values for static pressure ratio and total temperature ratio, atmospheric
models must be incorporated into the code in order to calculate these values as functions of altitude and Mach number. Note
that different models were used for the troposphere (altitude <36,089 ft) and stratosphere (altitude >36,089 ft) portions of
the mission data to account for the differences in how static pressure ratio and total temperature ratio behave between the
two regimes. The box selection used for the propulsion and aerodynamic regressions is also incorporated into the script,
and the script automatically uses the corresponding regression equation for the segments of the mission data that fall into
the designated boxes.

Assumptions That May Affect Modeling
The following assumptions about the atmosphere model, specifically for total temperature ratio and static pressure ratio,
are made during the regression. The equations to compute the static pressure ratio are as follows:
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where
- P,=normal pressure at sea level (standard day) = 101,325 Pa
- T, =standard temperature at sea level [K]
- L, = standard temperature lapse rate = -0.0065 [K/m]
- h = height above sea level [m]
- h, = height at the bottom of atmospheric layer [m]
- R=universal gas constant = 8.31432 [N-m/mol-K]
- g, = gravitational acceleration constant = 9.80665 [m/s?]
- M = molar mass of Earth’s air = 0.0289644 [kg/mol]

The equations to compute the static temperature ratio are as follows:



= SSbT for altitudes below 11 km

where
- 8¢ = static pressure ratio
- T, =standard temperature at sea level [K]
- L, =standard temperature lapse rate [K/m]
- R=universal gas constant = 8.31432 [N-m/mol-K]

For altitudes above 11 km, the static temperature ratio is assumed constant:

I _ 2185 _ 9751736 for altitudes above 11 km
T, 288

Using the appropriate static temperature ratio, the total temperature ratio is computed as follows:

0t=;—;=%*(1+0.5*(y—1)*M2)
where
-y =ratio of specific heats for a calorically perfect gas and has a constant value of 1.4
- M= Mach number
- T=static temperature at a given altitude [K]

- T. = total temperature [K]

Input Data Format
For the first cut of the full-flight SST implementation in AEDT, the off-design missions for the NASA STCA are categorized

into three classes: purely subsonic, purely supersonic, and mixed missions, and an OD pair was chosen for each of the
categories. Table 9 lists the OD pairs and their airport (APT) IDs.

Table 9. Origin-destination pairs.

Mission Type Departure APT | Departure APT ID Arrival APT Arrival APT ID
Purely Subsonic |  /NUKOVO 11276 COTE D AZUR 6052
(Moscow) (Nice)
. TETERBORO FARNBOROUGH
Purely Supersonic (Teterboro) 30540 (Farnborough Military) 6570
. TETERBORO BENITO JUAREZ INTL
Mixed (Teterboro) 30540 (Mexico City) 9457

The process for the off-design mission has two steps: ground tracking and route writing. Figure 22 depicts the flowchart
that outlines this process.



Figure 22. Off-design mission flowchart. OD, origin-destination; FLOPS, Flight Optimization System.

Validation of the Approach
Due to huge discrepancy between the predicted fuel burn by the model based on the engine deck compared with that given

by FLOPS 8.11, a cumulative fuel burn sanity check has been performed on the A320neo. The results of this sanity check are
shown below. The missions that were used to generate this will later be flown in AEDT, and the team will be able to finish
the validation phase stating how accurate the proposed model is compared to the current AEDT model for subsonic aircraft.

Table 8. Propulsion validation.

Cruise/climb 33,563.56 33,322.35 0.719
Descent 515.53 514.66 0.168
TOTAL 34,079.09 33,837.01 0.710

Results

The JMP table generated from FLOPS output is used to validate the previously generated propulsion and aero regressions.
The box definitions for these regressions are modified to reduce the % error based on the updated FLOPS data. Figure 23
and Figure 24 depict the modified box definitions for the propulsion and aero regressions, respectively. Table 10 and Table
11 tabulate the validation of the regression fits against the FLOPS outputs for propulsion and aero, respectively.



Figure 23. Propulsion box definition - NASA Supersonic Technology Concept Aeroplanes (STCA).

Figure 24. Aero box definition - NASA Supersonic Technology Concept Aeroplanes (STCA).

Table 10. Propulsion validation.

Box | Points per Net Thrust Fuel Flow

Box

Training / Training Validation Training Validation

Validation

Mean Std dev Mean Std dev Mean Std dev Mean Std dev

1 5,184 /119 -0.0070% | 0.8786 -9.0027% 2.3982 0.0016% 0.5750 -9.9362% 1.5499
2 3,213 /40 0.0073% 1.2741 -5.8857% 3.6125 0.0047% 1.1494 -6.8557% 3.0681
3 1,020 /12 -0.0216% | 1.2524 -0.0051% 0.5378 -0.9303% 1.0227

4 1,134 /48 0.0009% | 0.4347 -0.0005% 0.2891 -4.3352% 1.3507
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Table 11. Aero validation.

Mode Points/Box Mea-rll-rammS%d dev Me;/r?hdatlsotg dev
Subsonic 72 /36 0.0000% | 0.0246 4.9182% | 0.3294
Transonic 144 /138 | -0.0002% | 0.1159 3.7639% | 2.3807
Supersonic 84 /33 0.0000% | 0.0113 4.6703% | 0.3037

The final data package consisting of the JMP table with the predicted formula of the net thrust, fuel flow rate, and C; for each
of the boxes have been provided to the FAA. The prediction formula can be exploited in diverse programming languages
such as Python, C++, etc. to aid the implementation efforts in AEDT. Henceforth, the work will focus on supporting the
implementation of the SST models and eventually developing full-flight modeling capability in AEDT.

Task 7 - Environmental Assessment Process
Georgia Institute of Technology

Objectives

The Georgia Tech team was tasked with supporting the EA of the planned SST testing by Boom Supersonic at Greensboro
Airport. The process used by Georgia Tech to support this effort entailed the development of a generic SST that would be
comparable to the planned Boom aircraft. Using the Georgia Tech FAAST tool, a design space exploration produced a field
of aircraft that could be down-selected to a final configuration that met both Boom and FAA requirements for a notional SST
to be used in the analysis for the EA. After the final vehicle was selected, acoustic analysis produced a set of noise power
distance (NPD) curves, and trajectory analysis produced a set of fixed-point trajectories; both were imported into AEDT to
produce a notional aircraft for use by the independent consultant hired by the FAA to conduct the EA.

Research Approach

Using the design process described previously in this report, the Georgia Tech team produced a field of potential
configurations that could be used as the generic SST for the Greensboro EA as shown in Figure 25, which displays the filtered
design space in terms of the MTOW over the Chapter 14 noise margin. Although Georgia Tech was able to generate a vehicle
with up to ~7 dB margin to Chapter 14, the FAA requested that the Georgia Tech team select a vehicle with minimal noise
margin to Chapter 14. The purpose of this was to analyze a more conservative vehicle in terms of noise performance, in case
the test vehicle for the Greensboro airport underperformed Boom’s predictions for noise margin. This would mean that the
EA would be conducted using worse-than-expected noise emissions to provide a buffer for uncertainty in regards to the
noise performance of this novel concept. The characteristics of the final down-selected vehicle are shown below in Table 12.




Figure 25. Design space exploration used for environmental assessment vehicle down-selection.




Table 12. Generic supersonic transport (SST) characteristics.

Unit Value
MTOW Lbf 412,815
FPR (ADP, M1.2/39K) Ratio 1.925
HPCPR (ADP, M1.2/39K) Ratio 12.13
BPR (ADP, M1.2/39K) Ratio 4.2429
Corrected mass flow @ fan face Lbm/s 1,108.04
(ADP, M1.2/39K)
Jet velocity ft/s 1,168.37
TWR Ratio 0.3366
WSR Psf 88.498
Cutback noise EPNdB 96.01
Approach noise EPNdB 98.99
Sideline noise EPNdB 92.83
Cumulative noise EPNdB 287.83
Cutback margin EPNdB 4.86
Approach margin EPNdB 3.61
Sideline margin EPNdB 6.34
Cumulative margin EPNdB 0.81
Design range nmi 4250
Far TOFL (OEO) Ft 10,943.3
Landing field length Ft 10,742.47

With a generic SST selected, three types of analysis are required in order to proceed with AEDT simulations: a weight-range
study, fixed-point trajectory generation, and NPD generation. A requirement for AEDT is to define the stage length of a
trajectory (since stage length serves as a proxy for aircraft takeoff weight in AEDT) and, because the test vehicle for the
Greensboro airport currently plans to operate at 80% of its MTOW, it was necessary to ensure that one of the stage lengths
defined in AEDT aligned with this MTOW percent. A weight-range study was conducted to discover the range that would
correspond with the 80% MTOW target, and the results from this study are shown below in Table 13. This study revealed
that a range of 2,422 nmi would correspond to the 80% MTOW target; therefore, stage length 4 was selected to represent
this range in AEDT to serve as the proxy for the 80% MTOW configuration in AEDT, and the fixed-point trajectory for takeoff
generated for AEDT was simulated with this takeoff weight in FLOPS. The output from the FLOPS simulation was selectively
sampled to capture the shape of key aircraft trajectory parameters (altitude, ground track distance, thrust, and speed), while
reducing the total number of data points required to ease database entry of the trajectory into AEDT. After this sampling of
the FLOPS output was completed, a table consisting of horizontal distance relative to brake release, true airspeed (kts),
altitude above field elevation (ft), and net corrected total thrust per engine (Ibf) was compiled. All of these metrics are shown
below in Figure 26. Similarly, this process was conducted for the approach trajectory for the aircraft’s maximum landing
weight. The trajectory information given to AEDT for approach is shown below in Figure 27.



Table 13. Generic supersonic transport stage length chart.

Stage Length | Range Interval (nmi) | Representative Range (nmi) | Weight (Ib) | % Max Takeoff Weight
1 0-500 400 264,738 0.641
2 500-1,000 850 278,147.2 0.674
3 1,000-1,500 1,350 293,832.4 0.712
4 1,500-2,500 2,422 330,347.4 0.800
5 2,500-3,500 3,200 359,738.2 0.871
6 3,500-4,500 4,200 401,545.2 0.973

Figure 26. Generic supersonic transport (SST) 80% maximum takeoff weight (MTOW) takeoff trajectory.
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Figure 27. Generic supersonic transport (SST) landing trajectory.

NPD curves are a set of measurements from a single observer resulting from a series of steady level flyovers at various
altitudes and throttle settings. NPD curves are expressed as four noise metrics: EPNL, SEL, maximum sound level (LAMAX),
and perceived noise level tone-corrected maximum (PNLTM). The metrics that are used in this study will primarily be EPNL
and SEL. The EPNL NPDs will be used in AEDT to verify that when the certification trajectory is simulated in AEDT, the
predictions from AEDT for certification EPNL are within 1 dB of the ANOPP predictions to check consistency between the
models. The SEL NPDs will be used to generation SEL noise contours, which will be one of the critical inputs when computing
the area exposed to 65 dB day-night average sound level (DNL), one of the key parameters for the EA. NPDs along with the
trajectories are included together in the dataset released to the FAA.

The other set of information the Georgia Tech team released to the FAA is an AEDT database updated to include the generic
SST. The generic SST was included in the AEDT database by modifying an existing 777-200 aircraft file. Using the 777-200
ANP aircraft definition as a template, the NDPs, the fixed-point trajectories, and some key metadata information was updated
to the values specified in the dataset described previously. Once this data had been updated, an AEDT model of the approach
and takeoff certification trajectories was conducted, the purpose of which was to test whether the AEDT simulation predicted
certification ENPL within the tolerance of 1 dB of the ANOPP predictions. The results are shown below in Table 14, indicating
that there was agreement between the ANOPP and AEDT predictions.

Table 14. ANOPP and AEDT effective perceived noise level (EPNL) prediction comparisons (in EPNdBs).

ANOPP | AEDT | Delta
Approach 98.99 98.93 0.06
Flyover/Cutback 96.01 95.49 -0.52
Sideline 92.83 92.02 | -0.81
AT



Results

The Georgia Tech team is supporting the Greensboro EA by providing aircraft trajectories, NPDs, and the AEDT database.
The EA is ongoing at the time of writing; therefore, the Georgia Tech team will be refraining from publishing NPD dataset
and SEL contour predictions. The Georgia Tech team intends to publish the team’s findings once the ongoing FAA study has
been completed.

Task 8 - Purdue Fleet Analysis

Purdue University

Objective

The Purdue team pursued four subtasks as a part of the fleet analysis task. During this year, the Purdue team developed cost
estimation models for the acquisition and operating cost of the subsonic aircraft models, expanded the network of airline
operations from the US-touching network to a global network, created simple sizing and performance models for alternate
supersonic aircraft, and developed a demonstration model for the estimation of operations and emissions of business jet
aircraft.

Subtask 1: Acquisition and Operating Cost Estimation Models

Previously, the aircraft cost information needed for FLEET simulations, including the acquisition and operating costs, were
generated using the cost module of FLOPSv8. The cost module is no longer available in FLOPSv9, and a new cost model with
similar functionality was needed. The cost model needs to provide the costs information needed for FLEET, so the team
named this the FLEET cost function (FCF). The FCF categorizes the cost items in exactly the same categories needed as inputs
to FLEET:
e Acquisition cost,
e Direct operational cost (DOC, which includes flight and crew cost, maintenance cost, aircraft servicing cost, and
insurance cost), and
e Indirect operational cost (IOC, which includes ground property and equipment cost, passenger service cost, and
other costs not directly related to flight service).
Note that, while the fuel cost is usually considered part of the DOC, FLEET considers this separately to study the impact of
future fuel prices and/or prices for alternative or sustainable jet fuels. Therefore, fuel cost is external to FCF.

To build the FCF, four well-known cost models were used. For the acquisition cost, FCF uses a modified RAND DAPCA IV
model from Raymer [22]. For operational costs, FCF uses a mixed model combining the Liebeck model [23], the ATA model
[24], and a model originally developed by Johnson for FLOPS [25]. Although the different cost models mentioned have
different baseline dollar years, all costs in the final version of FCF are converted to 2011 US dollars (USD) to reflect the newest
starting year in the worldwide version of FLEET using a Consumer Price Index (CPI) inflation calculator from U.S. Bureau of
Labor Statistics [26]. If the desired starting year of FLEET simulation is different from 2011, the CPI factor will need to be
changed accordingly for all cost components. Using the CPI adjustment is straightforward and the information is readily
available; not all aircraft-related costs will follow the CPI.

Acquisition Cost Model

A modified version of RAND’s DAPCA IV model from Raymer’s “Aircraft Design: A Conceptual Approach” (sixth edition)
provided the acquisition cost estimation, and some calibration of this used previous FLOPS results and real-world data.
Raymer’s version of the DAPCA model was modified and converted to 2011 USD values. The DAPCA model mainly uses empty
weight, maximum velocity, and the number of aircraft to be produced in five years as variables to determine the acquisition
cost, among a few other variables that have less effect on the result. Because empty weight and maximum velocity are aircraft
parameters that are an input (maximum velocity) and an output (empty weight) of the aircraft sizing code, the number of
aircraft to be produced in five years (Q) is the variable to adjust in order to calibrate the acquisition price. The models and
acquisition prices used for calibration appear in Table 15, based on the available FLOPS aircraft models previously tested.
The historical acquisition price is mainly from Boeing’s website [27], credible sources such as Jane’s [28], and aircraft industry
enthusiast websites such as https://aerocorner.com/aircraft [29]. For calibration, the acquisition price of the aircraft is
assumed to be the same as the advertised or published value. Note that the listed price from those sources may be different
from the actual price airline companies pay to the manufacturer, because there are almost always additional deals made



between manufacturers and airlines to bring the acquisition price lower than the listed or advertised price. Details of these
discounts and actual sale prices are not publicly available.

Table 15. Aircraft models used for acquisition cost calibration.

Regional Jet ERJ 145 CRJ 200 CRJ 700 CRJ 900
Acquisition cost 20.68 24.00 32.10 32.00
[million 2005 USD]

Single-Aisle B737-300 B737-700 B737-800 B757-200
Acquisition cost 37.90 56.50 67.75 81.60
[million 2005 USD]

Twin-Aisle B767-200ER B777-200LR B747-400 A330-200
Acquisition cost 113.23 220.50 220.75 143.30
[million 2005 USD]

After testing and calibrations, a different value of Q is assigned to aircrafts of different sizes: for aircraft less than 100 seats
in a two-class layout (regional airliner), Q is equal to 375; for aircraft larger than 100 seats but less than 200 seats in a two-
class layout (single-aisle airliner), Q is equal to 210; and for aircraft larger than 200 seats in a two-class layout (widebody
airliner), Q is equal to 165. The resulting acquisition price for the historical aircraft models in Table 15 is as shown in Figure
28.

Figure 28. Acquisition prices for the historical aircraft models. FLOPS, FLight Optimization System; TOGW, takeoff gross
weight.

Direct Operating Cost Model

The operational cost model is built with various models to have operational costs with a similar trend and scale as the
previous operational costs predicted by FLOPSv8 with the limited input information. The Liebeck model [23] calculates the
maintenance costs and pilot costs; the ATA model [24] calculates the insurance costs; and Johnson’s model [25] calculates



the servicing costs and IOC. Note that, in theory, Johnson’s model should produce the same cost results or at least a similar
trend compared with the current operational cost inputs to FLEET, which were generated by the cost module in the previous
FLOPSv8. However, upon testing, the costs generated from FLOPSv8 do not always have a similar trend to the original version
of Johnson’s model. Sometimes, Johnson’s model requires a significant number of additional inputs that the sizing code no
longer uses and default input values that might have been used in the FLOPSv8 implementation were unknown to the Purdue
team. As a result, the cost model for some cost components was chosen to be from Liebeck or ATA, which are well-known
aircraft cost estimation methods.

The operational costs are calibrated using the previous results from FLOPSv8 to the same scale, because calibrating the costs
to have the same trend is extremely difficult without knowing the equations used. The 2011 Bureau of Transportation
Statistics (BTS) database Air Carrier Financial Report (Form 41) data [30] was used as a guideline to determine if the pilot
salary, maintenance cost, and insurance cost estimations are reasonable.

The resulting operational costs have a similar scale and proportions to the previous cost input for FLEET. Figure 29 presents
the resulted DOC (including fuel cost) and 10C for a Boeing 737-800 aircraft on a 2,950 nmi mission with the same payload
and fuel burn/fuel cost. For the previous result from FLOPS, the total DOC (without fuel) is $8,495, and the total 10C is
$22,252; for the result from FCF, the total DOC (without fuel) is $9,144, and the total IOC is $19,365, which has a total
operational cost 7.3% lower. Notice that the difference in the resulting operational costs is model- and mission-dependent
(i.e., the overall operational cost might end up being higher for some models but lower for other models on the same route),
and the overall average difference in the operational costs is lower than 5%.

Figure 29. Operational cost for Boeing 737-800 at a 2,960 nmi mission. FLOPS, FLight Optimization System; FCF, FLEET
cost function; 10C, indirect operating costs.

Subtask 2: Expand FLEET Route Network

Overview of Worldwide Demand Data and Representation

To extend FLEET’s capability to provide supersonic and subsonic aircraft allocation data on global routes (in addition to
those present in the previous FLEET network of “US-touching” routes), the Purdue team updated FLEET’s route network to a
worldwide route network. The global fleet demand data were obtained from the Official Airline Guide (OAG) Traffic Analyser
[36]. The data were extracted from the OAG Traffic Analyser for years 2011 to 2020; OAG did not have relevant global fleet
demand data available for any year earlier than 2011. Based on this global data availability, the team decided to move the
initial year of FLEET simulation from 2005 to 2011 and update the initial network, passenger demand, and fleet composition
accordingly.

In 2019 (and all subsequent years), there are 5,317 routes in the FLEET network that connect a subset of WWLMINET 257
airports. Comparing this with the previous “US-touching” route network in FLEET, this is a 170% increase in the number of



routes, increasing from 1,974 routes (US-touching only) to 5,317 routes (worldwide). Figure 30 compares the worldwide
route network with the US-touching only network, visually highlighting the increased routes in the new network.

Figure 30. Comparing the worldwide route network with the existing US-touching route network in FLEET.

Estimation of Fleet Size and Mix for Worldwide Operations

The methods to determine the 2011 initial global fleet composition are similar to the methods described in Moolchandani’s
thesis [31] to obtain the 2005 initial US fleet. However, the methods have been adapted accordingly with expansion to include
a global fleet instead of just the US fleet. BTS data of the 2011 US fleet was the primary source to determine the detailed
fleet composition. Boeing’s 2012-2031 Current Market Outlook Report [32] (hereafter called Boeing’s) and Oliver Wyman's
2017 Global Fleet & MRO Market Forecast Summary [33] (hereafter called OW’s) were used as the primary sources to
determine the global fleet size in 2011. The resulting 2011 initial global fleet is shown below in Table 16. Details about the
worldwide fleet geographic regions, representative model, how the initial fleet divided into representative-in-class and best-
in-class models based on age, and the average age for each model is available at the end.

Table 16. 2011 Initial global fleet. RIC, representative-in-class; BIC, best-in-class.

Latin
Africa Middle East Asia Pac America North America CIS Europe World
RIC BIC RIC BIC RIC BIC RIC BIC RIC BIC RIC BIC RIC BIC RIC BIC
Class 1 20 230 0 40 40 370 20 220 140 1370 20 190 50 480 290 2900
Class 2 10 140 0 20 20 230 10 140 70 850 10 120 20 300 140 1800

Class 3 20 150 20 140 680 1080 220 | 350 830 1320 | 160 | 250 640 1010 2710 4300
Class 4 50 110 50 100 370 770 120 | 240 450 930 90 180 340 710 1470 3040
Class 5 20 50 90 200 200 470 10 30 150 360 20 50 120 280 610 1440
Class & 10 30 30 140 60 300 0 10 40 210 10 30 30 160 180 830

Total 200 | 710 260 640 | 1370 | 3220 | 380 | 990 | 1680 | 5040 | 310 | 820 | 1200 2940 5400 14360
910 900 4590 1370 6720 1130 4140 19760

Regions in the Global Fleet Network

As shown in Table 16, the 2011 initial global fleet divides the global fleet into seven regions: Africa, Middle East, Asia Pacific,
Latin America, North America, Commonwealth of Independent States (CIS; East Europe), and Europe. This follows the same
geographic regions as in Boeing’s. Although FLEET is not able to utilize any of this detailed information during allocation, it
may beneficial for future FLEET works when FLEET is capable of allocating aircraft separately in each geographic region.
Figure 31 from Boeing’s below shows the mapping of each region.



Figure 31, Global fleet regions.

Classification Method and Representative Models of Aircraft

Because detailed global fleet data were not widely available, the 2011 BTS data of the US fleet composition are used to
determine the classification method and the representative models of aircraft operating in the new 2011 worldwide network.
It is assumed that the model and age of aircraft in the US fleet is representative of the fleet in the rest of the world. This
assumption may not be perfect, but given the available data, it is deemed adequate for the purposes of this work. The 2011
worldwide network is represented by 14 aircraft models, divided into six classes based on seat capacity, and then into
representative-in-class (RIC), best-in-class (BIC), and new-in-class (NIC) based on the average age of the aircraft according to
the BTS data. The previous classification and representative models in 2005 US-touching FLEET network are shown below in
Table 17 as the starting point of the work.

Table 17. 2011 Classification of aircraft classes for US-touching network.

A few adjustments are made to the previous table. Previously, RIC were models with the greatest number of aircraft in the
fleet; BIC were the models with the most recent service entry date; and NIC were models in development that will enter
service in 2015. In the 2005 baseline year for the US-touching network version of FLEET, this classification made sense and
could be a good indication of the average age and technology age of the models, where the RIC has older average age and
technology age than the BIC (and NIC would be the newest in the fleet when entering service). In the BTS 2011 data, we
found that for many aircraft seat classes, the models with the greatest number of aircraft in the fleet were no longer the
“oldest” model. As a result, in the 2011 worldwide network, the RIC was the model with an average age >10 years; BIC were
the models with an average age <10 years; and NIC were still the models that entered service in 2015. Note that for different
classes, the dividing ages for RIC and BIC are different; more details will be shown in the later Age Distribution section.

As in the 2005 US-touching fleet, the six seat-capacity classes can roughly represent the different sizes of aircraft: Class 1
and 2 are generally regional jet/turboprop aircraft; Class 3 and 4 are generally single-aisle/narrow-body aircraft; and Class
5 and 6 are generally double-aisle/widebody aircraft. The six seat-capacity classes in the 2011 worldwide fleet were the same



as in 2005 US-touching fleet, except in Class 5 and Class 6. In the 2005 US-touching fleet, Class 5 has 200-299 seats, and
Class 6 has more than 300 seats. In the 2011 worldwide fleet, Class 5 has 200-279 seats, and Class 6 has more than 280
seats. This change is primarily made to divide some large twin-aisle airliners (such as the Boeing 777 and Airbus A350) into
Class 6 instead of Class 5. Based on the manufacturers’ information, those large twin-aisle airliners can carry more than 300
passengers in two-class or even three-class configurations. As a result, they should be able to be classified as Class 6 aircraft
in the 2005 US-touching network. However, in the 2011 BTS data, the researcher found that most of the Boeing 777s in the
US operators had a seating capacity of around 290. The US operators configured the aircraft into a three-class configuration
and potentially gave larger space for each seat to provide a better experience for transcontinental flights. The resulting
representative models of each class are shown below in Table 18. Each model was the one with the greatest number of
aircraft in the BTS data that fell into the specific seat-capacity range and average age range. Note the Class 1 will be
discontinued in new and future-in-class models.

Table 18. Representative models and classification of 2011 worldwide fleet.

Class Seats Representative-in-Class Best-in-Class New-in-Class Future-in-Class
Class 1 [20-50 Saab 340B CRJ-200
Class 2 |51-99 ATR 72 CRJ-700 Gen 1 DD RJ (2020) Gen 2 DD RJ (2030)
Boeing 737-
Class 3 [100-149 [MD 80 700 Gen 1 DD SA (2017) [Gen 2 DD SA (2035)
Airbus A320-

Class 4 [150-199 [Boeing 757-200 200 Gen 1 DD STA (2025) [Gen 2 DD STA (2040)
Class 5 [200-279 [Boeing 767-200 Airbus A330 |Gen 1 DD LTA (2020) |Gen 2 DD LTA (2030)
Boeing 777-

Class 6 [280+ Boeing 747-400 200 Gen 1 DD VLA (2025) [Gen 2 DD VLA (2040)

Age Distribution

Because detailed global fleet information is not available to the team, an assumption was made that the global fleet in 2011
has the same class-wise age distribution as in the 2011 BTS data for the US fleet. This assumption may not be very accurate
in some regions such as Asia and the Middle East. The fleets in those regions will likely be younger than the US fleets because
airline fleets in those regions have grown rapidly in recent years and massive numbers of new aircraft were acquired. The
resultant age distribution for each class is shown in Figure 32, with different presentation of the age distribution for each
class.



Figure 32. Age distribution (x-axis; years) in Bureau of Transportation Statistics (BTS) 2011 data for each class.
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Figure 33. Age distribution in Bureau of Transportation Statistics (BTS) 2011 data for each class in percentage. Notice that
the x-axis of the two plots is the age of the aircraft in years.

As the above figures show, the different classes have different age distributions. This indicates that the different classes of
the fleet have very different age compositions and possibly very different technology age distributions. As a result, dividing
the entire fleets to RIC and BIC based on only a single common factor seems unreasonable. Hence, we divided the average
age for the RIC and BIC modes according to the BTS 2011 US fleet data, as shown below in Table 19. We can confirm that
dividing ages were reasonable, as each average age for RIC and BIC lies around the peaks, as shown in Figure 33.



Table 19. 2011 US initial fleet divided into representative-in-class (RIC) and best-in-class (BIC).

Class Dividing Age RIC Mean Age BIC Mean Age
Class 1 14 18.37 9.37
Class 2 12 19.39 5.30
Class 3 13 21.74 8.17
Class 4 15 20.43 7.40
Class 5 15 20.13 8.26
Class 6 15 19.52 9.87

FLEET Allocation Results for Worldwide Operations (Subsonic Only)

The results shown here consider the previously developed “Current Trends Best Guess” (CTBG) scenario (presented in
previous annual report [34]) as the baseline scenario, utilizing the subsonic-only CTBG results on both the US-touching
network and the new worldwide network for comparing and analyzing. Note the CTBG scenario presented here does not
include the impact of the COVID-19 pandemic on air travel demand and is referred to as “baseline (no COVID)” scenario in
later parts of this section. The FLEET simulations using the worldwide network ran from year 2011 to 2050. Figure 34a
compares the normalized fleet-level CO, emissions considering a worldwide network (depicted by the solid red line) with the
CO, emissions considering a US-touching only network (depicted by the solid blue line). As expected, the CO, emissions
considering a worldwide network are always higher than those from the US-touching network due to the increased network
size; in 2050, total CO, emissions for the worldwide network simulation are about 2.7 times higher than for the US-touching
network. This increase in emissions is proportional to the increase in the network size (the number of routes increased from
1,974 to 5,317, an almost 2.7-fold increase), as the aircraft models used in the simulation are the same for the two route
networks.

Figure 34. Normalized CO, emissions (a), normalized passenger demand (b), normalized trips flown (c), and normalized
fleet size (d) for the worldwide network and US-touching network.



Similarly, Figure 34b compares the passenger demand in FLEET considering a worldwide network (depicted by the solid red
line) with the passenger demand considering a US-touching only network (depicted by the solid blue line). The passenger
demand for the worldwide network grows considerably faster than that of the US-touching network, which is consistent with
what the team observed from the passenger demand data. Figure 34c and Figure 34d, respectively, show the increase in the
number of trips flown and the fleet size when FLEET models a worldwide route network.

FLEET Allocation Results for Worldwide Operations (Simultaneous Subsonic and Supersonic)

In order to analyze worldwide airline operations that include the entry in service of a supersonic aircraft, the research team
modified and update FLEET to (1) ingest the worldwide demand and fleet characteristics, and (2) solve the resource allocation
problem while considering the introduction of the supersonic aircraft. Assuming an entry-in-service date of 2024 for the SST
concept and using the demand evolution assumptions described in previous reports leads to the projected travel demand
and associated emissions shown in Figure 35. These are initial estimates of the impact of introducing a 55-passenger, Mach
2.2 cruise number SST; at the time of this report, additional work is underway to assess the quality of these results.
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Figure 35. Initial estimates of travel demand and associated emissions, normalized to 2011 levels.

Travel demand reflects historical data until 2019, a steep drop associated with early estimates of air travel demand decrease
associated with the COVID-19 pandemic, and then makes assumptions about a potential recovery scenario following COVID-
19. As discussed earlier, we assume that up to 5% of travel demand can be served by the SST. As Figure 35 (right) shows,
the emissions contributions of SSTs are considerable. In fact, a ~37% increase in 2050 emissions levels is due to the SST.
The combination of high fuel burn and low passenger capacity of this aircraft concept results in this estimation. This
contribution to emissions is even more clear when observing the emission levels that each aircraft class and technology
group contribute. Figure 36 (left) presents the normalized emissions that each aircraft class contributes to total emission
levels and Figure 36 (right) presents the contribution grouped by technology (RIC: representative-in-class aircraft; BIC: best-
in-class aircraft; NIC: new-in-class aircraft; FIC: future-in-class aircraft; SST: supersonic transport).
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Figure 36. Emissions contribution of aircraft fleets and technology groups. RIC, representative-in-class aircraft; BIC, best-
in-class aircraft; NIC, new-in-class aircraft; FIC, future-in-class aircraft; SST, supersonic transport.

Even as demand continues to grow (passenger trip demand is roughly 3.2 times larger in 2050 than in 2011), the introduction
of more fuel-efficient subsonic aircraft manages to maintain 2025 emission levels. However, the introduction and use of the
SST results in an overall increase in emission levels with respect to the 2011 baseline in these initial results. Future work will
investigate the impact that alternate demand evolution scenarios, SST fuel-burn assumptions, and even alternate SST
concepts have on the expected emissions and environmental impact of aviation.

Subtask 3: Analysis of Alternate SST Concepts

Simple SST Sizing Approach (Placeholder 2.0)

In previous work, the authors utilized a 55-seat “placeholder” commercial supersonic aircraft model to identify potential
supersonic routes in a US-touching route network; the placeholder model was based on Boom’s Overture concept with an
over-water supersonic cruise speed of Mach 2.2 and an over-land subsonic cruise speed of Mach 0.95. The authors use the
“placeholder” notation because these aircraft models were used only for identifying potential supersonic routes and have
been replaced in FLEET simulations by higher-fidelity supersonic aircraft models. These higher-fidelity models were
developed by colleagues at Georgia Tech. The maximum range of the placeholder aircraft was designated to be 4,500 nmi.
The L/D ratio and the specific fuel consumption (SFC) value for sizing the placeholder supersonic aircraft were based on
some improvements over Concorde’s values. For performance calculations, the over-land segment was assumed to be equally
split at each end of the over-water segment. In reality, the over-land segment is airport pair- and route-dependent (e.g., for
one airport pair, the origin might be close to the ocean and the destination further inland; the return flight on this pair would
have the opposite), so a higher-resolution representation of the routes for aircraft performance calculations will lead to
different fuel burn characteristics for each direction on each route.

For this work, the authors develop an updated version of the placeholder commercial supersonic aircraft model, dubbed the
“placeholder v2.0” aircraft model. The L/D ratio and SFC value for the placeholder v2.0 model are based on the higher-fidelity
supersonic aircraft models developed by our colleagues at Georgia Tech. Additionally, the placeholder v2.0 model takes into
account the higher-resolution representation of the routes for aircraft performance calculations, allowing it to reflect the
difference in fuel burn (and the aircraft range capability) for each direction on each route.

This work includes different size and speed supersonic aircraft in the FLEET simulations. The set includes 55-seat, 75-seat,
and 100-seat supersonic aircraft operating at multiple supersonic cruise speeds.



Table 20. Alternate supersonic transport concepts (developed by Georgia Tech).

Vehicle Seating Capacity Supersonic Cruise Mach Number
55 passengers 1.8 2.0 2.2
75 passengers 2.2 2.2 2.2
100 passengers 1.6 1.8 2.0

Each combination of seat capacity and cruise speed leads to a different aircraft configuration, with the higher-fidelity models
provided by our colleagues at Georgia Tech. This leads to a total of seven aircraft available for implementation in FLEET. The
authors adapt the placeholder v2.0 aircraft model to depict all seven aircraft and identify potential supersonic routes for
each aircraft type.

Supersonic Flight Path Calculations

Previous work relied on a simplistic method of flight path calculation, whereas the distance flown is calculated from the great
circle path distance. The over-land and over-water distances were calculated by dividing the total distance by given fixed
over-water percentages. The work presented in this paper uses a polygon approach to calculate accurate over-water
distances, whereas the intersection between the flight path and the coastline separates over-land and over-water segments.
The block time is then simply calculated by dividing segment distance by over-land or over-water airspeed. This approach
also takes into account the differences in fuel burn when flying in different directions on the same route, i.e., when flying
from A to B and B to A.

The block time for each origin destination pair is calculated as follows:
1. Calculate the great circle path between the origin airport and the destination airport of a route.
Deviate the midpoint by +7° with 1° intervals along the direction perpendicular to the heading at midpoint.
Separated each route by land-water intersections into k segments.
Calculate the distances of each segment and record the sum of over-water distances.
Calculate block time of each route option.
Find the minimum block time path for both forward and return directions.

auvih WN

The block time calculation follows the equation below, where k is the total number of segments within the route, d, is the
distance of segment k, and V, is the airspeed at that segment. Because all supersonic operations are restricted to over-water,
aircraft fly at Vi,eomc ON Over-water segments and at V... On over-land segments.

N
dye
v
=1k
Vi = Vsupersonic (k cover-water segment)
Vi = Vubsonic (k cover-land segment)

block time =

All available nonstop routes are found by filtering all routes by range. To extend flight range, a search algorithm finds all
available fuel stops along the path for each OD pair. The routes with fuel stops are again filtered based on the design range
of “placeholder v2.0” aircraft.

Identification of SST-Eligible Routes - Nonstop Routes

Nonstop supersonic routes—like the example route, LAX-TPE, shown in Figure 37—are shorter than 4,500 nmi and do not
require a fuel stop (shown in the figure, midpoints are deviated by +7° with 1° increments). The green lines represent the
deviated routes and the red triangles represent midpoints of each route. As shown in the figure, the top route path has more
overlap with land, which would increase block time. In this case, the bottom route path has the least block time, and it is the
best route for the example in consideration.



Figure 37. Example supersonic route (LAX-TPE) that does not require a fuel stop.

Identification of SST-Eligible Routes - Routes With Fuel Stops

Earlier, the fuel stop options for routes longer than 4,500 nmi only included Honolulu, Hawaii (HNL) and Anchorage, Alaska
(ANC) for cross-Pacific routes, and Shannon, Ireland (SNN); Keflavik, Iceland (KEF); Oslo, Norway (OSL); and San Juan, Puerto
Rico (SJU) for cross-Atlantic routes. This approach was valid only for the US-touching route network and required manual
inputs to select the appropriate fuel stop. To capture fuel stops for all global routes, an automated area-search method is
developed and implemented. For each OD pair, a search area is placed on the great circle path between them. All airports
within the area would be captured as potential fuel stops. To avoid the case where the supersonic aircraft lands for a fuel
stop immediately after takeoff, a circular search area is placed at the route’s midpoint to ensure airports in the vicinity of
the origin or the destination are not captured. The diameter of the search area is set to 35" spherical arc to include maximum
possible fuel stop options; the arc size was based on trial and error.

With each fuel stop, a deviation process similar to nonstop supersonic routes is implemented for both segments and both
directions to find the minimum block time path of each path. In the case shown in Figure 38, HNL and ANC are selected as
fuel stop options for the LAX-TPE route. The gray routes shown in the figure depict the deviated routes with fuel stops,
whereas the red triangles depict the midpoints for each deviated route; the red route path represents the path with minimum
block time.

The fuel required to fly any such route is calculated by modeling both segments of the route, accounting for the departure
and arrival of each segment, and the block time accounts for the extra time required to land and take off at the fuel stop
airport.

Higher-Resolution Supersonic Aircraft Modeling and Routing

The computational models of the 55-seat, 75-seat, and 100-seat supersonic aircraft for this study are developed by
colleagues at Georgia Tech. These models provide mission performance characteristics, including fuel consumption and
block time, for the supersonic aircraft to operate on routes in the FLEET network. Because the supersonic aircraft can only
operate at supersonic speed over water, the ground path of the flight to optimize a combination of fuel consumption and
block time can deviate significantly from typical subsonic aircraft routes. For consistency in the ASCENT project, the studies
presented here also use flight path ground tracks generated by teammates at Georgia Tech.



The Purdue team considers two generations of supersonic aircraft with entry-into-service (EIS) dates of 2025 (generation 1)
and 2038 (generation 2). The generation 2 supersonic aircraft show a 10% improvement in fuel burn with no change in
aircraft noise or sonic boom characteristics.

Figure 38. Example supersonic route that requires a fuel stop.

The detailed supersonic routing developed by Georgia Tech works to identify the optimum supersonic route path by solving
an optimization problem to minimize a weighted sum “cost to the goal” objective function. The goal here is to minimize a
combination of block time and block fuel values for flying supersonic aircraft on a supersonic route. This approach essentially
finds a supersonic route path that is a tradeoff between the time optimal-only route and fuel optimal-only supersonic route
path. A simplistic representation of this approach is:

BlockFuel BlockTime

weightedsumopjective = & * m +(1-a)

* BlockTime,,;,

Current work uses a = 0.4 as the recommended value for the weighted sum supersonic routing (based on various supersonic
routing tests conducted by our partners at Georgia Tech). The authors use FLOPSv9 to “fly” the detailed supersonic aircraft
models on the weighted sum routes, conducting separate FLOPS runs for each direction of a supersonic route; the team
observed different block fuel values (and in some cases, block time) when flying the detailed notional supersonic aircraft in
different directions on a supersonic route.

Subtask 4: FLEET for Business Jet Operations

To increase the value and utility of FLEET in assessing the environmental impact of aviation beyond airline operations, the
Purdue Team began work to expand FLEET to model and analyze business jet operations. The goal of this effort is to create
a baseline modeling capability that can be expanded and improved in its fidelity in possible follow-on work. Developing
FLEET-B entails four efforts:

Modeling of business jet travel demand

Representation and modeling of business jet fleet of aircraft

Modeling of business jet resource allocation

Evolution of business jet operations (fleet of aircraft and demand)



Business Jet Travel Demand
Data provided by the Common Operations Database (COD) for 2018 [35] represents worldwide travel on business jets for
2018. The data contain the operations of 11,214 companies; however, only a small fraction of these companies provide the
most and somewhat regular service. For the purpose of this work, we define regular service by a company if four or more
daily trips are flown. With this assumption, only 2% of the companies (217) flew more than four daily trips and provided 50%
of business jet travel in 2018.
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Figure 39. Companies providing business jet services in 2018.

Furthermore, less than half of these 217 companies had a high level of operation, reaching more than 10 daily trips (Figure
39, right). Fractional operators NetJets, Privaira, and Bombardier Jet Solutions were the companies providing most of the
activity in 2018. The other companies were a mix of fractional, charter, air taxi, and corporate operators. The activity of
these operators consisted of ~1.3 million trips between ~160,000 city-pairs among 4,417 airports.



Figure 40. Trip distribution of business jet travel; top: number of trips and route distance; bottom: daily trip distribution.

Directly applying the current resource allocation model in FLEET to represent and analyze the level of operations presented
here is infeasible. Because the combined number of airports, city-pairs, and trips is too large for the model to generate a
solution in any reasonable time, we group the daily trips into 50-mile bins. This generates a total of 146 route-bins for the



city-pair distances between 0 and 7,300 miles. This assumption greatly reduces and simplifies the allocation model, but it
retains the ability to estimate the number of aircraft required to meet all trip demand and their emissions. However, this
approach eliminates the ability to capture the number of operations at any given airport, because any given route-distance
bin contains many different city-pairs and airports.

Aircraft Fleet Size and Mix

The data provided by COD also contains information about the type of aircraft used to provide the service for each company.
The aircraft are also grouped into categories based on their size and range. Table 21 presents these groups of aircraft,
exemplars for each, and the fraction of aircraft in the fleet.

Table 21. Aircraft flown by business jet operators.

?;Lc;?g Aircraft Category Exemplars Fraction of figet s
B1 BJ 1.5 Very Light Jet Embraer 500, Citation M2, etc.

B2 BJ 2.0 Light Jet Beechjet 400, Citation V, Premier I, etc. i
B3 BJ 3.0 Light Jet Citation XLS, Lear 60, Lear 45 1
B4 BJ 3.5 Light Jet Citation Sovereign, Falcon 50, Hawker 800 ,
B5 BJ 4.0 Medium Challenger 300, Hawker 1000, Citation X 5‘- |
B6 BJ 5.0 Medium Falcon 2000, Challenger 604 g |

B7 BJ 6.0 Large G450, G5000, Falcon 900EX °
B8 B) 7.0 Large Falcon 7X, Global 6000, Falcon 8X 1
BJ 7.5 Large G650 |
BJ 8.0 Corporate B737-700, A319-100 i

BJ 8.5 Corporate Very B777-200, B787-8
Large

Because the number and operations of category 7.5, 8.0, and 8.5 were very small, they are included in aircraft type ID B8 in
this study. Most of the service is provided by group B1, followed by group B3, and then B2. Figure 41 shows the daily trip
distribution for each of these groups of aircraft. This will be the basis for the trip demand on which the aircraft allocation

problem will be solved.
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Figure 41. Daily trip distribution by aircraft group.

To allocate aircraft properly to satisfy demand, the FLEET tool requires information about each aircraft’s performance and
cost. For the analysis of airline operations, the team has developed FLOPS models that provide performance and cost
estimations. Similar models are needed to fully develop FLEET into FLEET-B. However, for the purposes of this current effort
(to demonstrate the utility of a business jet version of FLEET), we estimate the cost to operate each group of aircraft by using
historical data. Figure 42 presents the available cost information as a function of aircraft range and the DOC of each group
of aircraft based on the exemplar aircraft in each group. The three sets of data fits shown here are based on different aircraft
speeds, and the fit selected to estimate the aircraft cost is the one that most closely approximates the performance of the
exemplar aircraft.
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Figure 42. Direct operating cost (DOC) of aircraft considered in study. NBAA IFR, National Business Aviation Association
instrument flight rules.



With this information at hand, the input parameters for the resource allocation model are complete. We note that the goal
of this effort is to demonstrate the utility of the analysis and create a foundation upon which to refine the model with more
accurate aircraft performance parameters, demand information, and fleet and demand evolution in the future.

Resource Allocation Model

Business jet operations, and the companies that provide this type of service, are different from airline operations. While both
provide a transportation service, business jet operations are governed less by a need to fulfill passenger-based travel and
more by trip-based travel. In other words, the primary goal of business jet operations is to satisfy trip demand and not
necessarily passenger demand. For corporate operators, for example, the decision to acquire an aircraft with a given
passenger capacity dictates the number of passengers that can be carried on a given trip, and the only decision during
operations is whether to use the aircraft or not. Similarly, fractional share owners decide the type of aircraft in which they
want to own a share based on its performance characteristics, then only decide when and where to fly within those
constraints. The daily decisions of a fractional operator center on how to allocate aircraft to meet the trip demand of specific
owners in the least costly manner, not how to fill seats on the aircraft.

If a supersonic business jet (SSB)) is considered as an addition to the fleet of aircraft, the decision on how to use that aircraft
would be similar. Because the primary benefit of an SSBJ is the reduction in travel time, the allocation model would need to
accommodate and account for this. Based on this type of operation and decision-making, we define the following decision
variables and parameters:

Sets:
¢ = company type (fractional, charter, air taxi, corporate)
k = aircraft type

J =route

Variables:

tripse . = number of trips flown by company c on aircraft k and route j
tripsgs = number of trips flown by company c on SST aircraft s and route j

number of aircraft-hours flown by company c on aircraft k
number of aircraft used by company c of type k

aircraft_hours.y
fleet_used

Parameters:
Cej = cost for company c to fly aircraft type k on route j
demg = number of trips of company c aircraft type k on route j
fleet, = fleet size (number of aircraft) for company c of type k
AA = aircraft availability for company c of type k
OH_j = operational hours for company c of type k
BH.,; = block time of company c for aircraft type k on route j
MH.,; = maintenance of company c hour for aircraft type k on route j
DH.,, = deadhead hours of company ¢ hour for aircraft type k on route j
te = aircraft turnaround time for company c
(ttsup)c,j = average travel time of subsonic aircraft operated by company c on route j
(ttsuv)cj = travel time of supersonic aircraft operated by company ¢ on route j
(value of time), = value of travel time for customers of company ¢

We formulate the resource allocation of business jet operations as follows:

c K J
Min ZZZtrlpsckJ okj ZZsavmgs” +MZZfleetusedck M

c=1k=1j=1 c=1j=1 c=1k=1
where

savings. j = [(ttsub)c’j — (ttsup)c,j] X (value of time), (2)

Subject to



tripScpi,j + tripscsj = deme,; V (k' +s) €k (3)

]
Z tripclk,j(BHc,k,j + DHyj+ MHy j + tC) = aircraft_hours, (4)
j=1
aircraft_hours. < fleet_used ) - AA.y - OH (5)
fleet_used ) < fleet (6)

The objective function (Eq 1) aims to minimize the cost of satisfying the trip demand while also minimizing the number of
aircraft used, captured here by the big-M quantity. The cost to fly the demanded trips accounts for the value of travel time
and the expected travel time savings when the value of travel time is taken into consideration (represented by Eq 2). The
constraints represented by Equation 3 ensure that the number of trips flown on subsonic and supersonic aircraft satisfy all
demanded trips on each aircraft type, for each company, and on each route. Equation 4 calculates the number of aircraft-
hours required to fly all trips for each aircraft type and company when taking into consideration block hours flown and
deadhead time (repositioning flights that do not carry passengers, maintenance time, and turnaround time). Constraints in
Eq 5 ensure that we capture the aircraft availability (AA.,) and the number of operational hours that the company has available
to satisfy daily demand (OH.). This last parameter is designed to capture the different types of operations and scheduling
requirements of different companies and business models. For example, the daily travel demand of a corporate operator is
very different from that of a fractional operator. A corporate operator may only have two trips in a given day, but those trips
happen at the same time, which means that they may require two aircraft to satisfy demand. A fractional operator, on the
other hand, may have 10 trips in a day, but if they occur in two-hour intervals and are less than 1-hour trips, then the
company may only need 2 to 5 aircraft to satisfy that demand. For the purposes of this demonstration model, we make
assumptions about these parameters and will research possible data sources to obtain more realistic values and values that
accurately estimate and capture the operational tempo of different operators. Finally, the constraints in Equation 6 ensure
that the number of aircraft required to satisfy all demand (when accounting for the operational realities of the company)
does not exceed the available fleet size.

Results

Solving the above allocation problem for daily demand and the aircraft models described earlier is relatively fast. Because
the number of routes is only 146, GAMS and its algorithms are able to generate a solution in a few seconds. We solve the
allocation model for each day of operations and are able to generate statistics of the results. Figure 43 presents these results
when only subsonic aircraft are considered and when we assume that there is only one company satisfying all travel demand.
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Figure 43. Aircraft allocation results assuming single-operator and subsonic-only aircraft to demonstrate potential
capability of the FLEET-B simulation.

Recall that demand is specified for each route and for each aircraft type; therefore, the decision made by the resource
allocation model is to identify the number of aircraft required to satisfy demand. The ability to analyze each day of operation
makes possible the identification of the distribution of the number of aircraft that are needed to satisfy demand. Figure 43
(right) clearly displays these results by providing the number of days that a given number of aircraft is required. For example,
on 35 days of the year, between 2,000 and 2,100 aircraft are used to satisfy all demand. An interesting implication of this
type of result is that it is clear how the fleet size for a given operator may be driven not by the average number of operations
but by the busiest day. The simplicity of the allocation model (only 146 binned routes) facilitates this analysis and
observation.

When introducing the supersonic aircraft to the available fleet of aircraft, it is necessary to include its speed and cost in the
allocation model. Figure 44 (left) provides an overview of the difference in travel time that an SSBJ can offer compared to
subsonic aircraft, and Figure 44 (right) provides a similar comparison for the cost. We assume here that for trip distances
less than 600 mi, a supersonic aircraft would not be able to get up to supersonic speeds, hence the similar block time for
those distances.

Block Time Trip Cost
15 a0 -
-
"r b ssBJ cost .~ M1.6
LES m L7 M18
12 L ,_/
ul ] L M2.2
el Subsonic aircraft
£ o
5 | Time saved | -M1.6 %4.
7 “[.M1.8
o |
I T AVEEE 3
oL
sl =r Subsonic business jet cost
2r 10
AL
nﬂ 1000 2000 3000 4000 - - [~ -] 7000 ﬁ un qEEE 2 2008 i 008 000 Toon ]
Distance (i) Distanoe (il



Because the advantage of SSBJ is in the travel time savings, and as shown in the description of the resource allocation model,
we include this travel benefit in the model by defining an effective trip cost that reduces the cost to operate the aircraft by
the value of travel time savings (Eq 2). Figure 45 presents the effect of this adjustment on the trip cost when different values
of travel time are considered.
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Figure 45. Trip cost when accounting for value of travel time savings. SSBJ, supersonic business jet.

For example, for those travelers who value time at $500/hr or more, trips longer than 3,300 mi would be considered cost
effective, and the effective trip cost would be less than the trip cost if flown on a subsonic aircraft. By using these data and
by making the supersonic aircraft an option for any trip and a substitute for any aircraft type, the allocation model is able to
determine on which routes the use of an SSBJ would be cost effective when all components of travel time (block time,
turnaround time) and operational requirements (maintenance time, repositioning time) are considered. We highlight that no
assumptions are made a priori about the routes on which an SSBJ would be available. It is the allocation model that determines
the routes on which an SSBJ is cost effective.

Therefore, when accounting for the value of travel time savings and including the SSBJ aircraft in the allocation model, it is
possible to identify which routes could see supersonic service. Figure 46 (left) presents the number of trips that are flown
on each route-bin by an SSBJ that is able to cruise at M1.6 for values of time of $500/hr, $400/hr, and $300/hr; Figure 46
(right) shows the total number of trips that would be flown for SSBJ of M1.6, M1.8, and M2.2 as a function of the value of
travel time.

Figure 46. Level of service provided for varying values of travel time. SSBJ, supersonic business jet.



As expected, when the value of time is large, SSBJ travel time savings are sufficient to offset the trip cost. As the value of
travel time increases, the number of trips flown also increases. Furthermore, the faster the SSBJ, the greater the travel time
savings, and therefore the larger the number of trips flown on the SSBJ. Although several simplifying assumptions are
made here to demonstrate the viability of this type of analysis, the model shows that it is possible to capture the possible
decision-making of business jet operators and to account for the benefits of supersonic travel.

Future Work

Further work on this task will entail improving the fidelity of the subsonic and supersonic aircraft models to generate better
approximation of ownership and operating costs. Refinement of the operational model of the various types of business jet
operators is another area of improvement that will increase the fidelity of the analysis. Identifying meaningful assumptions
about the daily operating hours of each operator will enable the model to more accurately estimate the number of aircraft
required to satisfy demand. While the estimation of fuel burn, environmental emissions, and number of operations at a given
airport would not be affected by this, the ability to estimate the degree of penetration of supersonic aircraft in the fleet mix
and the evolution of new aircraft and associated aircraft technologies will require more accurate information.

Outreach Efforts

During this period of performance, the Georgia Tech team published the following:

Baltman, E., Tai, J. C., Ahuja, J., Stewart, B., Perron, C., De Azevedo, J., Vlady, T. R., & Mavris, D. N. (2022). A Methodology
for Determining the Interdependence of Fuel Burn and LTO Noise of a Commercial Supersonic Transport. AIAA AVIATION
2022 Forum, 1-16. https://doi.org/10.2514/6.2022-4110

During this period of research, the Purdue team published the following:

Yang, B., Mane, M., and Crossley, W. (2022). An Approach to Evaluate Fleet Level CO2 Impact of Introducing Liquid-Hydrogen
Aircraft to a World-Wide Network, AIAA Aviation Forum 2022, https://doi.org/10.2514/6.2022-3313

Jain, S., H. Chao, M. Mane, W. A. Crossley and D. A. DelLaurentis. (2021). Estimating the Reduction in Future Fleet-Level CO2
Emissions From Sustainable Aviation Fuel, Frontiers in Energy Research, Nov 2021, doi: 10.3389/fenrg.2021.771705

Awards
None.

Student Involvement

The Purdue team included four graduate students during this year’s effort, all of whom have been conducting tasks in
support of the project. Samarth Jain finished his PhD studies, Suzanne Swaine continued her MS work, Fung Tien-Yueh
continued his PhD work, Boning Yang finished his MS work and graduated.

The GT team also included the following graduate students during this year’s effort: Nikhil lyengar, Barbara Sampaio, Edan
Baltman, Joao De Azevedo, Jiajie (Terry) Wen, Ted Vlady, Zayne Roohi and Srikanth Tindivanam Varadharajan

The GT team also trained one undergraduate student, Madeleine Graham, in matters related to CFD and optimization using
the 65 pax Mach 1.7 baseline configuration as a starting point

Plans for Next Period

Georgia Tech

The plan for the next period of performance is to apply the improved design methodology presented in the current report
to a wider set of supersonic vehicles. Specifically, the same process previously used for a 65-passenger SST vehicle with a
cruise speed of Mach 1.7, will be applied to a similarly sized vehicle, but with a cruise speed of Mach 2.0. The Georgia Tech
team will also examine an SST vehicle designed for a lower cruise speed of Mach 1.4, still with a 65-passenger capacity.
Finally, a supersonic business jet with an 8-passenger capacity and a cruise speed of Mach 1.4 will be investigated. This last
vehicle will notably be designed with only two engines due to its smaller scale, unlike the 4 engines configuration used for
the other SST aircraft. The fuel burn and the LTO noise for each of the proposed configurations will be captured and


https://arc.aiaa.org/doi/10.2514/6.2022-3313
https://arc.aiaa.org/doi/10.2514/6.2022-3313

compared, allowing us to investigate the interdependence of both metrics with more granularity. The analysis of these SST
vehicles will also be performed with an updated demand forecast.
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Boston University School of Public Health (BUSPH)
e PI(s): Kevin J. Lane, assistant professor; Jonathan I. Levy, professor and associate chair
e FAA Award Number: 13-C-AJFE-BU, Amendment 7
e Period of Performance: September 30, 2021 to August 30, 2022
e Task(s):

o Task 1: Continue long-term mobile and stationary monitoring sites in communities within 5 km of Logan
International Airport to assess spatial and temporal variation in aviation source contributions in greater
Boston area communities. ASCENT Project 19 will support us in evaluation of current sites and new sites
for the new monitoring phase.

o Task 2: Incorporate NO, and SO, federal equivalency methods (FEM) and/or federal reference methods
(FRM) at monitoring sites to inform our understanding of aviation contributions to community air pollution
relative to background sources.

o Task 3: Establish a new monitoring site within close proximity to the airport fence line to better
characterize the contribution from ground-based aviation emissions, supported by ASCENT Project 19 in
decision-making for monitor siting.

o Task 4: Compile from FAA essential flight activity and meteorological covariates needed for regression
modeling under Project 18 and dispersion modeling under Project 19 using a data-sharing platform. Share
data with University of North Carolina (UNC) in the prescribed formats over required averaging times,
including both measured concentrations and, when available, estimated aviation-attributable
concentrations for the validation of the dispersion model developed in the ASCENT 19 project.

o Task 5: Apply regression modeling techniques to monitoring data previously collected under Project 18 to
determine the contributions of aviation sources to ultrafine particles (UFPs) and NO, concentrations, while
developing and refining the analytical approaches to be applied to data collected, including SO, within this
expanded campaign. These outputs would allow for comparisons between atmospheric dispersion models
developed by ASCENT Project 19 and aviation-attributable concentrations determined from regression
models from Project 18.

Project Funding Level
FAA provided $549,000 in funding. Matching funds were provided by a non-federal donor to the Women’s Health Initiative
cohort studies as cost-sharing support to Boston University through Project 3.



Investigation Team

e ASCENT BUSPH director and Project 18 co-investigator: Jonathan I. Levy, ScD (professor of environmental health,
chair of the Department of Environmental Health, BUSPH). Dr. Levy is the Boston University Pl for ASCENT. He initiated
ASCENT Project 18 and serves as the director of BUSPH ASCENT research.

e  ASCENT Project 18 PI: Kevin J. Lane, PhD (assistant professor of environmental health, Department of Environmental
Health, BUSPH). Dr. Lane joined the Project 18 team in July 2017. Dr. Lane has expertise in the assessment of UFP
exposure, geographic information systems, statistical modeling of large datasets, and cardiovascular health
outcomes associated with air pollution exposure. He has contributed to study design and data analysis strategies
and, as of October 1, 2017, has taken over the primary responsibility for project execution. Dr. Lane also contributes
to the manuscripts and reports produced.

e Tufts University associate professor John Durant, PhD. Dr. Durant oversees the Tufts Air Pollution Monitoring
Laboratory (TAPL) team, leads the development of field study design, and contributes to scientific manuscript
preparation.

e Tufts University research professor Neelakshi Hudda, PhD. Dr. Hudda joined the Project 18 team in September 2020
and is managing the TAPL team and the mobility data analysis, field study design and implementation, and scientific
manuscript preparation.

e BUSPH assistant professor Dr. Prasad Patil. Dr Patil is a machine learning and regression modeling expert who is
assisting Dr. Lane with modeling of the 2017-2019 UFP data.

e Graduate student: Sean Mueller is a doctoral student at BUSPH and has been analyzing aviation-related particle
number concentration (PNC) during COVID-19.

e Postdoctoral research associate: Dr. Tiffany Duhl at Tufts University is managing mobile monitoring and analyzing
the mobile PNC and fast-scanning mobility particle sizer (FMPS) size distribution data.

e Research assistants: Flannery Black-Ingersoll and Breanna van Loenen at Boston University are supporting analysis
of mobile monitoring and stationary monitoring data.

e Undergraduate students: Olivia Moore, Isabelle Woollacott, and Lily Sandholm at Tufts University are working on the
mobile monitoring platform and helping to clean the air pollution data.

Project Overview

The primary goal of this project was to conduct a new air pollution monitoring campaign beneath flight paths to and from
Boston Logan International Airport, using a protocol specifically designed to determine the magnitude and spatial
distribution of UFPs in the vicinity of arrival flight paths. Data were collected to assess whether aircraft emissions, particularly
arrival emissions, significantly contribute to UFP concentrations at appreciable distances from the airport. Task 1 builds upon
the previous air pollution monitoring performed under ASCENT Project 18 with the introduction of two new stationary
monitoring sites. Tasks 2 and 3 specifically leverage the infrastructure previously developed for our field campaign and
enable measurements that address a broader set of research questions than those evaluated in the previous monitoring year,
with additional data collection for UFP size distributions and a new air pollutant (NO/NQ,). These tasks provide a strong
foundation for Tasks 4 and 5, which increases the potential for future collaborative efforts with Project 19, in which we
interpret and apply the collected measurements to inform ongoing dispersion modeling efforts at UNC and regression
modeling at BUSPH.

We have continued our monitoring campaign to collect and analyze community air pollution measurements to determine the
contributions of in-flight arrival and departure aircraft to ground-based concentrations. Previous studies have not had the
monitoring infrastructure and real-time flight activity data necessary to determine how much of the measured pollution
arises from aviation sources. We have used state-of-the-art air pollution monitoring technology that can measure different
air pollutants every 1-5 s. Stationary sites have been established at varying distances from flight paths for Boston Logan
International Airport, with measurements collected across multiple seasons. We have also employed a mobile monitoring
system (electric vehicle) outfitted with the same monitoring equipment to drive throughout these communities to better
characterize geographic variations in air pollution. Statistical analyses will compare the stationary and mobile measurements
with flight activity data from the FAA and meteorology to determine aircraft contributions to ground measurements. We will
compare these source attribution estimates with comparable outputs from atmospheric dispersion models.

A summary of the current project methods and data collection is included below to describe the continued application of
Project 18 data, including bivariate statistical analysis and multiple regression model development conducted under Task 5.



Task 1 - Continue Long-Term Mobile and Stationary Monitoring Sites in
Communities Within 5 km of Logan International Airport to Assess Spatial
and Temporal Variation in Aviation Source Contributions in Greater Boston

Area Communities
Boston University School of Public Health

Objective(s)

The objective of this task is to determine whether aircraft emissions, particularly in-flight arrival and departure emissions,
contribute significantly to ground-level UFP concentrations at variable distances from the airport. To achieve this objective
during the 2021-2022 period, we have continued to implement a monitoring approach that allows us to characterize both
continuous long-term temporal trends in aviation-derived UFPs as well as higher-resolution spatial characterization of UFPs
and other air pollutants in near-airport communities. Under the current project, we are collaborating with Drs. John Durant
and Neelakshi Hudda and their team at Tufts University to deploy a mobile monitoring platform concurrent with our
stationary monitoring under this task, which allows us to efficiently monitor more communities near Logan Airport in less
time and with a limited number of monitoring devices. New to our scope of work in 2021-2022, we added adaptive mobile
monitoring to delineate and characterize the impacts of landing and takeoff (LTO) and airport emissions in neighborhoods
downwind of Logan Airport and to increase the spatial characterization of air pollutant measurements in these
neighborhoods.

Research Approach

An air pollution monitoring campaign is underway that includes both stationary and mobile measurements. There are four
stationary monitoring locations situated at varying distances from the airport and proximal to the main arrival/departure
flight paths for Boston Logan Airport (Figure 1). These sites were specifically chosen to isolate the contributions of in-flight
aircraft, excluding locations close to major roadways or other significant sources of combustion. PNC (a proxy for UFP)
monitoring instruments were deployed at each monitoring site; two sites also include measurements of nitrogen oxides
(NO,), and one site includes measurement of black carbon (BC).

Additionally, real-time measurements of air pollutants are being acquired with the TAPL, a mobile platform equipped with
fast-response instruments for monitoring gas- and particle-phase pollutants that facilitates the collection of reliable and
robust data. The TAPL is an electric vehicle (2017 Chevrolet Bolt) equipped with instruments powered by six 12-V marine
deep cycle batteries, which are connected in series to a 2-kW inverter/charger (Xantrex 2000). Individual measurements are
matched to location by 1-s-interval global positioning system (GPS) readings. The TAPL monitoring setup is currently outfitted
with a combination of air pollution monitors, including a condensation particle counter (CPC) to measure UFP (model 3775,
4-1,000 nm; TSI, Shoreview, MN), an aethalometer to measure BC (model AE-33, Magee Scientific, Berkeley, CA), and a
CO,/water vapor analyzer (model LI-840A, LI-COR Environmental, Lincoln, NE). Direct absorption measurements of nitrogen
dioxide (NO,) are obtained via cavity attenuated phase shift (CAPS) spectroscopy (model CAPS NO,, Aerodyne Research Inc.,
Billerica, MA). The TAPL is shown in Figure 3, with a description of the monitoring devices given in Table 1.

Stationary Field Monitoring

We have collected air pollution data at a single site in Chelsea since April 2020, allowing us to capture nearly the entire
COVID-19 time period with a full mobile and stationary monitoring launch that began in September 2020. UFP data have also
been collected from three other long-term monitoring sites in Revere (starting September 2020), South Boston (starting May
2021), and Winthrop (starting January 2021), allowing for a comparison of PNC results within our monitored communities.
Each monitoring site is located more than 200 m from major roadways and intersections and is near the arrival and takeoff
locations on runways 4/22 or 9). The map in Figure 1 indicates the locations of the stationary monitoring sites in relation to
the airport.



Figure 1. Stationary sites (yellow stars) for the 2020-2021 monitoring campaign.
An example of the box setup with climate control is shown in Figure 2.

Each stationary site is outfitted with a climate-controlled enclosure that allows for year-round sampling. Monitoring sites
have a combination of UFP (TSI CPC or TSI FMPS), NO/NO,/NO, (2B Technologies), and BC (Magee Scientific AE22) monitors.



Figure 2. Long-term air pollution monitoring box at Winthrop, Massachusetts.

The monitoring enclosures are equipped with the following monitoring equipment:
e Chelsea
o UFP-TSICPC
o NO/NO, - 2B Technologies

e Revere
o UFP-TSICPC
e Winthrop

o UFP - TSI FMPS

o NO/NO, - 2B Technologies

o BC - Magee micro-aethalometer
e South Boston

o UFP - TSI FMPS

Mobile Monitoring: TAPL Instruments

The monitoring instruments used in the TAPL are listed in Table 1. Measurements are acquired every 1 second to 1 minute.
All instruments were factory-calibrated by the equipment manufacturers prior to the start of the campaign. Quality
assessment (QA) measures were performed before each monitoring run, including a flow rate and zero-concentration check
and instrument clock resets to the National Institute of Standards and Technology. Periodic side-by-side tests of the
instruments are also performed as part of the QA process to determine instrument-specific measurement differences before

data analysis.



C02/H20

Figure 3. Exterior and interior images of the Tufts Air Pollution Monitoring Laboratory (TAPL).

Table 1. Air pollution monitoring equipment in the Tufts Air Pollution Monitoring Laboratory (TAPL) used for this study.

Instrument Parameter Instrument Response | Detection limit, sensitivity
measured flow rate time
(L/min)
TSI CPC (butanol- UFP count, 4 1.5 <9 s for 4 nm, < 0.01 particles/cm?
based) model 3775 nm-1 pm 95%
response
TSI CPC (water-based) UFP count, 7 3 <3 s for 7 nm, < 0.01 particles/cm?
model 3783 nm-3 pm 95%
response
Aerodyne CAPS NO, NO, 0.85 8s 0.3 ppb, < 0.1ppb
Magee Scientific BC 5 <60s Proportional to time base and sample
aethalometer AE-33 flow rate settings: approximately 0.03
ug/m? at 1 min, 5 L/min
LI-COR LI 840-A CO,/H,0 ~1 1s CO,: 0 ppm, <1 ppm
H,0: 0 mmol/mol, <0.01 mmol/mol
Garmin GPSMAP 76CSx | GPS location N/A 1s 3m

Data Acquisition and Data Processing

Data from the instruments are recorded in real time on a laptop in the TAPL. After each monitoring day, the data files are
screened and collated in a master database. Air pollution measurements are matched to location by 1-s-interval GPS readings.
The database then goes through a QA and quality check process, where the data are screened for errors flagged by
instruments and quality criteria developed by the research team. Both the raw data and QA-processed database are stored
on a secure server.

Monitoring Routes

Two monitoring routes that encompass the communities impacted by the most commonly used runways at Logan were
developed: (1) a route to the north (north route) that includes all or parts of the communities of Winthrop, Revere, Chelsea,
East Boston, and Lynn located 1-4 miles from the airport, and (2) a route to the south (south route) that includes all or parts
of the communities of South Boston, Dorchester, and Quincy located 1-6 miles from the airport. The routes are shown in
Figure 4. Criteria applied in determining the routes included (1) coverage of communities in proximity to the airport, (2)
coverage under main flight paths, (3) spacing of transects underneath flight paths such that spatial gradients of air pollutants
can be assessed over a large area, (4) ability to perform measurements on multiple transects in an area within a relatively



short period of time (1-2 hr) to capture both spatial and temporal changes in aviation impacts within the study area, and (5)
ability to cover the entire route within the period associated with peak and off-peak flight activity periods (3-4 hr).

Figure 4. Map showing the north and south monitoring routes, the airport, and typical flight trajectories for arrivals on
multiple runways at Logan Airport.

Beginning in May 2022, “adaptive” sampling routes were developed to complement the north and south routes. The spatial
coverage of the adaptive routes is determined on a day-to-day basis based on observed and predicted wind direction and
runway usage. As opposed to the routine routes, the adaptive routes cover a smaller geographic area but have a higher
spatial resolution (Figure 5). The adaptive routes are selected based on the regions within the study domain expected to lie
downwind of the airport on a given sampling day and are monitored to delineate and characterize impacts from LTO activities
within neighborhoods downwind of Logan Airport.



Figure 5. Map showing an example of an adaptively selected route, the airport, and the prevailing wind direction observed
during sampling.

Monitoring Schedule

Measurements are collected under a variety of meteorological and airport-activity conditions. We have adopted a purposeful,
flexible monitoring approach rather than a rigid, repetitive schedule. The advantage of this approach is that it allows us to
capture a much wider range of meteorological and airport-activity conditions and to thereby more fully characterize the main
factors that influence aviation-related pollutant concentrations in the two study areas. The following criteria are being used
to guide the monitoring schedule:

1. Maximal coverage of the periods of the day associated with peak and off-peak flight activity,

2. Coverage of the periods of the day associated with predictable diurnal variations in air pollution due to changes in
meteorological factors (e.g., temperature, mixing height, onshore and offshore winds),

3. Coverage of the seasonal wind patterns (we are aiming to reasonably mimic the natural distribution [two-thirds
westerly flow vs. one-third easterly flow] that is prevalent in the research area and are scheduling the monitoring
runs to cover different wind speed/direction combinations),

4. Coverage of various temperature regimes (e.g., seasonal and diurnal), and

5. Coverage of various active runway configurations.

Mobile Monitoring Protocol

During the 2021-2022 period, mobile monitoring has continued, but at a lower frequency and with increased emphasis on
delineating and characterizing impacts in communities downwind of the airport. The decision of where and when to monitor
is based on weather, current flight activity patterns, and arrivals and takeoffs for the day of sampling. Route selection is
being designed to maximize variations in meteorology and LTO activity over a community to inform regression modeling.
The standard operating procedure for preparation of a mobile monitoring route (see Figure 6) begins with (a) checking
weather conditions including wind direction and speed are used by Massport, (b) checking a real-time flight tracker to identify
flight paths and which communities are being flown over, (3) preparing monitoring equipment and driving to the starting
point of the route, and (4) driving the route and subsequently downloading data. Data are cleaned weekly and integrated
with the stationary monitoring data platform at BUSPH.



Figure 6. Standard operating procedure for mobile monitoring route preparation.

Major Accomplishments

As of October 2, 2022, we have completed two full years of ambient stationary monitoring and have implemented QA and
quality control (QC) procedures on the data. Field tests and side-by-side comparisons are periodically performed to compare
CPCs for low and high air pollution scenarios and include recently factory-calibrated instruments. These tests will continue
to be conducted every six months or when a monitor requires factory recalibration. Data from the stationary monitors have
been compiled and merged with meteorological data. Figure 7 provides a polar plot for two of our stationary monitoring
locations as an example of the UFP data being collected. Although formal statistical analyses are still underway, we observe
meaningful variation in the PNC as a function of times of day with limited LTO activity (top panels) versus regular LTO activity
(bottom panels), with higher PNC levels corresponding to times with regular flight activity and when the dominant wind
direction is from the airport. Regression analysis with flight activity needs to be conducted to better understand the
contributions from aviation activities (e.g., LTO vs taxiing and ground transport vehicles).
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Figure 7. (a) Polar plot of particle number concentration at Chelsea (left) and Revere (right) stationary monitoring locations
as a function of limited LTO activity (top) and regular LTO activity (bottom) and wind direction; and (b) area map showing

Chelsea and Revere monitoring sites relative to Logan Airport, with black arrows indicating when each site was downwind
of Logan.
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