Bayesian Method for Parameter Estimation in Transient Heat Transfer Problem
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ABSTRACT

Like many other scientific fields, an inverse technique is used to find unknown material properties (such as thermal conductivity, specific heat) or boundary conditions (e.g. heat flux, heat transfer coefficient) in the heat transfer problem. The role of the inverse technique is even more important if the properties or boundary conditions change with location and/or time. In this study, a Bayesian inference based inverse technique is used to find local heat transfer coefficient as well as local steam temperature at the inner surface of a steam header where the header was first heated by supplying steam followed by the cooling of the header due to the release of steam from the chamber. A finite volume based numerical model is developed to solve the forward unsteady heat conduction problem in the steam header. For inverse problem, a Markov chain Monte Carlo method is used to evaluate the posterior probability density functions (PPDFs) of unknown parameters in Bayesian framework, while a Metropolis-Hastings algorithm is used for random sample generation. Here PPDFs are used to extract the point estimates of the parameters and their credible intervals from their possible distributions. With the estimated parameters, the calculated outer surface temperatures agree well with experimental measurements in both heating and cooling process. At the end of the discharge process, the temperature distribution in the radial direction approaches flat profiles, but a steady state is only achieved at the bottom of the header. Our stochastic based Bayesian technique can be used to estimate unknown boundary conditions efficiently at an inaccessible location.

1. Introduction

While the idea of an inverse technique was proposed more than a century ago, it has gained much more attention over the last few decades due to remarkable advancement in computational capability. An inverse technique is very useful for acquiring information in scenarios when a system parameter cannot be readily measured or a location cannot be physically accessed [1]. It can be used to achieve insights about the physical problem in terms of the estimated model parameters from a set of experimentally measured or observable data. Some of the commonly used early inverse techniques includes the least squares method [2], Kalman filtering [3], linear quadratic estimation (LQE), and shooting algorithm [4,5].

In modern times, inverse techniques have seen broad applications in numerous fields. For instance, these techniques are extensively used in oceanography for ocean circulation and acoustics [6–10], in petroleum engineering for reservoir characterization and oil shale modeling [11–13], in satellite meteorology for weather forecast [14], in hydrology for characterizing the hydrodynamic behavior and predicting transport in an aquifer [15,16], in biomedical engineering for computer tomography and imaging [17–20] etc. With the applications spanning over diverse fields, the necessity for new methods that are more powerful in terms of efficacy have been established. For example, in recent years more efficient methodologies such as the quasi Newton method [21], the preprocessing method [22], control volume based method [23], artificial neural network [24,25], and deep learning based techniques [26,27] have been developed for inverse problems. However, these methods neither consider sources of uncertainty in the estimation process nor quantify the uncertainties included in the estimated results.

Bayesian method [28,29] provides a solution to the problem of quantifying uncertainties in parameter estimation process. In recent years, Bayesian method has been extensively used in bioinformatics for gene expression analysis [30], flood modeling [31], modeling of biophysical systems [32–34], econophysics for stock market prediction [35,36] and many more due to improved computational capabilities and advanced numerical sampling techniques, such as the Markov chain Monte Carlo method [37]. Over the last two decades, Bayesian method has also been applied in the heat transfer regimes for determining boundary conditions that are physically inaccessible or for estimating parameters that are not mea-
survable [38,39]. For example, Iglesias et al. [40] estimated the thermal resistance and heat capacity under different initial conditions; Raj et al. [41] determined specific heat capacity and emissivity of a solid material; and Wang et al. [42] calculated heat flux through a wall from temperature measurements. However, none of these previous works were applied for finding time dependent local parameters. In this work, we use the Bayesian inference approach to estimate local heat transfer coefficients and steam temperatures along the inner surface of a steam header based on the experimentally measured temperatures at the outer surface. The physical problem is adopted from a transient heat conduction experiment carried out by Duda [23] in a steam header (see Fig. 1). In our Bayesian formulation, the posterior distribution of the unknown parameters is approximated by Markov chain Monte Carlo method where the Metropolis-Hastings algorithm [43,44] is used for sampling posterior distribution of these parameters. The whole procedure is executed in R [45] using an in-house numerical model.

The rest of the paper is organized as follow. We first present the mathematical model for both forward and inverse problems as well as the relevant methods used for both problems. Next, we verify our finite volume method (FVM) developed for the forward problem by comparing our results with the ANSYS predictions presented in Ref. [23] for an identical system. Here, it is important to note that the problem addressed by Bayesian method is completely different from the one solved to verify the FVM formulation. The verified FVM is used in Bayesian inference to estimate unknown local heat transfer coefficients and steam temperatures during transient heat transfer in a header using the experimental measurements given in Ref. [23]. Once the local heat transfer coefficients and steam temperatures are determined, the temperatures at the inner surface are readily obtained from finite volume

---

**Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>Density of the material, kg/m$^3$</td>
</tr>
<tr>
<td>$C_p$</td>
<td>Specific heat capacity, J/kgK</td>
</tr>
<tr>
<td>$t$</td>
<td>Time, sec</td>
</tr>
<tr>
<td>$r, \theta$</td>
<td>Polar coordinates</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature at position ($r, \theta$) and time $t$, $^\circ$C.</td>
</tr>
<tr>
<td>$k$</td>
<td>Thermal conductivity, W/mK</td>
</tr>
<tr>
<td>$e_r, e_\theta$</td>
<td>Unit vectors in $r$ and $\theta$ directions, respectively</td>
</tr>
<tr>
<td>$f'$</td>
<td>Heat flux through a control volume face, W/m$^2$</td>
</tr>
<tr>
<td>$r_i$</td>
<td>Inner radius of the header wall, m</td>
</tr>
<tr>
<td>$r_o$</td>
<td>Outer radius of the header wall, m</td>
</tr>
<tr>
<td>$q$</td>
<td>Heat flux, W/m$^2$</td>
</tr>
<tr>
<td>$h$</td>
<td>Convective heat transfer coefficient, W/m$^2$K</td>
</tr>
<tr>
<td>$T_i$</td>
<td>Temperature on header inner surface, $^\circ$C</td>
</tr>
<tr>
<td>$T_{id}$</td>
<td>Steam temperature, $^\circ$C</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Unknown parameter vectors</td>
</tr>
<tr>
<td>$\phi_j$</td>
<td>Mean of unknown parameter vector $\phi$</td>
</tr>
<tr>
<td>$a_r$</td>
<td>Acceptance ratio</td>
</tr>
<tr>
<td>$E$</td>
<td>Expectation</td>
</tr>
<tr>
<td>$\nabla$</td>
<td>Divergence</td>
</tr>
<tr>
<td>$T_E$</td>
<td>Set of observed temperatures</td>
</tr>
<tr>
<td>$T_M$</td>
<td>Set of model temperatures</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Model error</td>
</tr>
<tr>
<td>$\sigma_{ij}$</td>
<td>Standard deviation of model error</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of spatial points</td>
</tr>
<tr>
<td>$m$</td>
<td>Number of temporal points</td>
</tr>
<tr>
<td>$\mathcal{X}$</td>
<td>Parameter space</td>
</tr>
<tr>
<td>$l$</td>
<td>Indicator function</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Transition density function</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Acceptance probability</td>
</tr>
<tr>
<td>$r_N$</td>
<td>Random number $\in (0, 1)$</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>Unknown physical parameter vector</td>
</tr>
<tr>
<td>$K$</td>
<td>MCMC iteration number</td>
</tr>
</tbody>
</table>

---

**Fig. 1.** (a) Schematic of the steam header showing the entry and exit valves and the location of the 13 thermocouples on the insulated outer surface. The header is initially maintained at 19°C. For $t \leq 580$ sec, the inlet valve remains open and exit valve remains closed which is called the charging of steam header. For $t > 580$ sec, the inlet valve remains closed and exit valve remains open which is called the discharging of the header. (b) Division of steam header into control volumes (CVs) in polar coordinates ($r, \theta$). The entire wall of the header has been divided into finite number of CVs and only 12 inner boundary points ($n_2$ − $n_{13}$) are shown in this figure since these are the points of interest. Temperatures were measured at the outer 13 node points (denoted by O1 − O13).
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Fig. 2. Flowchart of the Metropolis-Hastings algorithm.

Fig. 3. Percentage of relative difference between two numerical calculations carried out using ANSYS in Ref. [23] and our finite volume method - using the formula \((T_{i,FVM} - T_{i,ANSYS}) / T_{i,ANSYS}\), where \(T_{i,FVM}\) are the temperatures from our finite volume method, \(T_{i,ANSYS}\) are the corresponding temperatures from the simulations in ANSYS and \(i = 1, 2, 3, \ldots, 13\). Results are only shown for 6 nodes (for better visibility) on the header (outer) surface.

discretized equations. To achieve a better insight, the temperature profiles along the radial direction of the steam header wall are also provided.

2. Mathematical modeling

2.1. Transient heat conduction through steam header

The physical problem considered in this study is based on a previous work of Duda [23], where a steam header (Fig. 1(a)) was first heated by supplying saturated steam from a boiler at a pressure of 10 bar. The initial temperature of the steam header was 19°C, and steam was supplied to the steam header continuously for 580 sec. Then the exit valve of the steam header was opened, which caused a decrease in pressure inside the header as steam and condensate left the header until it reaches an equilibrium with the atmosphere. Thus, the entire heat transfer phenomena can be divided into two parts: the first part is the charging of steam header (inlet valve open and exit valve closed), while the second part is the discharging of the header (inlet valve closed and exit valve open). In their experiments, the outer surface temperature was measured at 13 points during the heating/cooling process of the steam header. These 13 points, which constitute 12 control volumes (CVs) for modeling purpose, are presented in Fig. 1(b). The
steam header was made of martensitic P91 steel, and the temperature dependent properties such as thermal conductivity, specific heat, etc. are adopted from Ref. [23].

2.2. Governing equations

A cylindrical coordinate system has been used to model the transient heat transfer through the thick wall of the steam header. The minimal heat transfer along the axial direction of the header has been ignored and thus the heat transfer has been assumed to be two dimensional (in $r$ and $\theta$ directions only). In the absence of heat source, the temperature distribution through the steam header cross section can be described as:

$$\frac{\partial (\rho C_0 T)}{\partial t} = \nabla \cdot (k \nabla T)$$

(1)

where $\rho$, $C_0$ and $k$ denote the density, the specific heat capacity and the thermal conductivity of the material, respectively. For polar coordinates, the operator $\nabla$ can be expressed as,

$$\nabla = \frac{\partial}{\partial r} e_r + \frac{1}{r} \frac{\partial}{\partial \theta} e_\theta$$

(2)

where $e_r$ and $e_\theta$ are the unit vectors in $r$ and $\theta$ directions, respectively. Rearranging equation (1) and (2),

$$\frac{\partial (\rho C_0 T)}{\partial t} + \nabla \cdot j = 0$$

(3)

where $j = -k \nabla T$ is the heat flux through a face of the control volume.

2.3. Boundary conditions

In our model only half of the cross section is considered due to symmetry. The outer surface of the header was thermally insulated during the experiment (after the installation of thermocouples), which is included in the model. Also, because of symmetry, both at $\theta = -\frac{\pi}{2}$ and $\theta = \frac{\pi}{2}$, insulated boundary condition is considered. Thus, the boundary conditions for the model are,

$$\begin{align*}
\frac{\partial T}{\partial r} & = r_t, q = h(T_{\text{wall}} - T), \\
\frac{\partial T}{\partial \theta} & = \frac{\partial T}{\partial r}, \quad r = r_o, \quad \frac{\partial T}{\partial \theta} = 0
\end{align*}$$

(4)

where $r_t$ and $r_o$ are the inner and outer radius of the header, respectively. $\theta = -\frac{\pi}{2}$ and $\theta = \frac{\pi}{2}$ denote the bottom and top points on the header surface, respectively, along the circumferential direction. In the beginning, the entire system was maintained at 19°C and thus the initial condition for the problem is,

$$@t = 0, \quad T = 19°C$$

(5)

This problem can be solved using FVM method, however, we do not know the parameters $h$ and $T_0$. Therefore, we use Bayesian inference technique to estimate these parameters.

3. Bayesian framework for the inverse problem

Determination of the posterior probability density functions of parameters is the primary interest of Bayesian inference method. Bayesian inference uses two sources of information: observed data and available prior knowledge to learn about the posterior probability density functions of unknown parameters. The unknown parameters vector $\phi$ is considered as a variable, and the available knowledge about those parameters before knowing the observed data is expressed by the prior probability density function $p(\phi)$. After observing/knowing the data, experimentally measured temperature at the outer surface of the header, $T_e$, the posterior probability density functions of parameters $p(\phi | T_e)$ can be described by Bayes theorem as,

$$p(\phi | T_e) = p(T_e | \phi) p(\phi)/p(T_e)$$

(6)

where $p(T_e)$ is a proportionality constant so that $\int p(\phi | T_e) \, d\phi = 1$ and $p(T_e | \phi)$ is the likelihood which measures how well the model fits to the observed data for given values of the unknown parameters.

3.1. Likelihood

There are two types of errors that can be considered in the model. First, the error occurs due to experimental protocols such as intrinsic error of sensors. Second, the error arises due to assumptions used in the model. With these errors, the true value of variables (here it is temperature) can be given as [46]

$$T_e = T_{\text{r}} + \varepsilon_e$$

(7)

$$T_M(\phi) = T_{\text{r}} + \varepsilon_m$$

(8)

where $T_e$, $T_{\text{r}}$, and $T_M(\phi)$ are experimentally measured temperature, true physical temperature and temperature produced by the model, respectively. $\varepsilon_e$ and $\varepsilon_m$ are errors associated with experimentally measured temperature and model predicted temperatures, respectively. Since we know very little about the experimental data (as we didn’t conduct the experiment), we consider experimentally measured temperature to be equal to the true physical temperature ($T_e = T_{\text{r}}$) i.e. there is no error in experimentally measured temperature ($\varepsilon_e = 0$). Therefore, equations (7) and (8) can be combined as

$$T_e = T_M(\phi) + \varepsilon$$

(9)

where, $\varepsilon_m = \varepsilon$ and $T_e = [T_{\text{r},ij} : i = 1, 2, \ldots, n; j = 1, 2, \ldots, m]$. The error term $\varepsilon_{ij}$ is assumed to be a normally distributed random variable with zero mean and variance of $\varepsilon_{ij} = \sigma_{ij}^2$ where $\sigma_{ij}$ is the standard deviation of model error. Therefore, under this assumption, the likelihood function $p(T_e | \phi)$ can be expressed as [33]

$$p(T_e | \phi) = \prod_{ij} [(2\pi \sigma_{ij}^2)^{-0.5} \exp \left\{ -\frac{(T_{e,ij} - T_{M,ij}(\phi))^2}{2\sigma_{ij}^2} \right\}]$$

(10)

Since we aim to estimate unknown parameters $\phi$ for each temporal point, the above equation can be written for $(n)$ spatial points as

$$p(T_e | \phi) = \prod_{i=1}^{n} [(2\pi \sigma_i^2)^{-0.5} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{n} \left( \frac{T_{e,i} - T_{M,i}(\phi)}{\sigma_i} \right)^2 \right\}]$$

(11)

3.2. Prior

Usually, inverse problems, such as the present one, are ill-posed and require regularization for a stable solution. Therefore, instead of solving an ill-posed problem, a regularized approximate well-posed problem is solved in this study. In Bayesian frameworks, the regularization for the ill-posed inverse problem can be done in the prior information. To choose the prior, we have followed the plausible bounds method described by Choi et al. [46]. The minimum and maximum limit of priors (i.e. the range of a parameter) was carefully set with physical/knowen information. For example, we have prior knowledge that saturated steam at a pressure of 10 bar is entering into the header at the beginning of the charging process. Therefore, for the charging process, the plausible range for unknown steam temperature at any time ($t$) is set between temperature of steam at previous time ($t - \Delta t$) and $30°C$ above the saturation temperature corresponding to header pressure at time $t$. For discharging process, the pressure inside the header is around atmospheric pressure, therefore the plausible range is set between temperature at the start of discharge process and $30°C$ below the saturation temperature corresponding to atmospheric pressure. For
the unknown heat transfer coefficient, we set a range between zero and 20.000W/m²C as estimated in Ref. [23]. Furthermore, as condensed water is accumulated in the lower part of the header due to gravity, nodes at the lower part of header are initialized with smaller heat transfer coefficient, while nodes at the upper part of header are initialized with larger heat transfer coefficient. The standard deviation of model error, \( \sigma \), is also treated like other unknown parameters by defining a new parameter vector \( \phi = [\psi, \sigma] \). The upper bound of standard deviation of model error is considered to be an arbitrary large value (such as 10) while the lower bound is set as zero. With this carefully chosen plausible range, an informative prior distribution can make the inverse problem robust. However, even with carefully constructed plausible range, it is still difficult to set the shape of prior distribution for each parameter due to the lack of sufficient information. Therefore, it is reasonable to consider that priors are uniformly distributed in the parameter space \( \Omega \) [46] as

\[ p(\phi) = \text{constant}, \quad \phi \in \Omega \]  

(12)

and use a very informative initial guess for parameter vector in the Metropolis-Hastings algorithm to construct the Markov chain which will be discussed later.

3.3. Posterior

Plugging in prior (Eq. 12) and likelihood (Eq. 11) in the Bayes theorem (Eq. 6), the posterior can be found as

\[ p(\phi|T) \propto \frac{l(\phi \in \Omega)}{\sigma_1 \cdot \sigma_2 \cdots \cdot \sigma_n} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{n} \frac{[T_{i}-T_{M,i}(\phi)]^2}{\sigma_i^2} \right\} \]  

(13)

The indicator function \( l(\phi \in \Omega) \) is used to check the bound of \( \phi \) within the parameter space \( \Omega \).

3.4. Markov chain Monte Carlo method

Markov chain Monte Carlo (MCMC) method is a well-established and flexible approach to numerically evaluate the posterior [40,46]. The key idea of MCMC method is to generate a sequence of dependent parameter values from a carefully constructed Markov chain by random walk through the parameter space \( \Omega \). The walk starts with an arbitrary random value \( \phi_0^{(0)} \) and continues through the parameter space by defining the move \( \phi_{K}^{(K)} \rightarrow \phi_{K+1}^{(K+1)} \) with a transition density function \( \psi \). In the Markov chain, there is an initial unstable transient phase (burn in period) which needs to be discarded to obtain limiting distribution. For the first time step, the initial guess for steam temperatures and heat transfer coefficients \( h \) are set to saturation temperature (corresponding to boiler pressure) and \( h \) values reported in Ref. [23], respectively. Since we have a very informative initial guess for the unknown parameters (i.e. steam temperature), we used a small burn-in period such as first 1,000 MCMC steps and a small Markov chain of 10,000 MCMC steps. To justify this, the Markov chains and the corresponding histograms are provided in Appendix A (for steam temperature at node n2) at three different time (10, 100, 1000 sec) after discarding the burn-in period. For the remaining time steps, the burn in period is neglected by setting estimated parameters of previous step as initial guess of current step i.e. \( \phi_{0}^{(j)} = \phi_{j-1}^{(j)} \) where \( \phi_{j-1}^{(j)} \) is estimated parameters at time step \( j-1 \). At any time, the parameter estimation is done by taking the mean of accepted samples of that parameter.

In the present study, the Metropolis-Hastings algorithm (Fig. 2) is used to sample the parameters to construct the Markov chain. The sampling begins with an initial parameter \( \phi_{0}^{(0)} \). A candidate parameter \( \phi_j^* \) for \( \phi_{j}^{(K+1)} \) is sampled from the transition density function \( \psi \). In this work, we define the transition density function \( \psi \) by a normal distribution with mean \( \phi_j^{(K)} \) and variance of \( \beta \phi_j^{(K)} \). This hyperparameter \( \beta \) determines the variance used in Metropolis-Hastings algorithm. Optimized value of this hyperparameter is estimated by a parametric study (not shown), and for this problem the optimized value of \( \beta \) is 0.025. The details of estimation process for this parameter are explained in our earlier work [29].

The candidate parameter \( \phi_j^* \) can be randomly selected from the following distribution

\[ \phi_j^* = \text{unif}(\phi_j^{(K)}, 0.025 \cdot \phi_j^{(K)}) \]  

(14)

If the candidate parameter \( \phi_j^* \) is outside of the parameter space \( \Omega \), the indicator function \( l(\phi \in \Omega) \) becomes zero and the candidate parameter for this step is rejected directly. In contrast, if candidate parameter \( \phi_j^* \) is within the parameter space \( \Omega \), we accept this value with probability \( \alpha(\phi_j^{(K)}, \phi_j^*) \) and set \( \phi_j^{(K+1)} = \phi_j^* \) or reject this value with probability \( 1 - \alpha(\phi_j^{(K)}, \phi_j^*) \) and set \( \phi_j^{(K+1)} = \phi_j^{(K)} \). Since the transition density function \( \psi \) is symmetric, the acceptance probability \( \alpha(\phi_j^{(K)}, \phi_j^*) \) is defined as [46]

\[ \alpha(\phi_j^{(K)}, \phi_j^*) = \min[1, a_t] \]  

(15)

where acceptance ratio \( a_t = \frac{p(\phi_j^*|T)}{p(\phi_j^{(K)}|T)} \) and \( r_N \) is a random number generated from uniform distribution with (0,1) interval. To evaluate the posterior probability distribution \( p(\phi|T) \) and \( p(\phi_{M}|T) \) for expression of \( a_t \), we need to know the model results \( T_M \) in each MCMC iteration. Here, we used finite volume method (details are given in section 4.1) to obtain the model results from the corresponding forward problem. Once the \( a_t \) is determined, \( \phi_j^* \) accepted or rejected based on the following criterion:

\[ \phi_j^{(K+1)} = \begin{cases} \phi_j^{(K)} & \text{if } a_t < r_N \ \\ \phi_j^* & \text{if } a_t \geq r_N \end{cases} \]  

(16)

For our problem, the parameter vector \( \phi \) includes unknown physical parameters [\( \psi \)], such as local steam temperatures \( T_{st,i} \), local convective heat transfer coefficients \( h \), as well as standard deviation \( \sigma \) of model error. In this work, we have considered two sets of convective heat transfer coefficients: one for the charging (from 0 to 580 sec) and the other for the discharging (from 580 sec towards the end). These two sets of local heat transfer coefficients are estimated based on the first 20 seconds of experimentally measured outer surface temperatures for both charging and discharging. Although heat transfer coefficients are varying locally, no temporal variation is considered during the charging or discharging process after the first 20 sec. Similar to heat transfer coefficients, the standard deviations for each spatial location are also estimated from the first 20 seconds of experimental measurements. Therefore, in the Metropolis-Hastings algorithm, the parameter vector \( \phi \) defined as

\[ \phi = \begin{cases} T_{st,1}, T_{st,2}, ..., T_{st,n}, h_1, h_2, ..., h_n, \sigma_1, \sigma_2, ..., \sigma_n & \text{for } 0 < t \leq 20 \\
T_{st,1}, T_{st,2}, ..., T_{st,n}, h_1, h_2, ..., h_n & \text{for } 20 < t \leq 580 \\
T_{st,1}, T_{st,2}, ..., T_{st,n}, h_1, h_2, ..., h_n & \text{for } 580 < t \leq 600 \\
T_{st,1}, T_{st,2}, ..., T_{st,n} & \text{for } 600 < t \leq \text{end} \end{cases} \]  

(17)

where the subscript numbers indicate the spatial location (along the circumferential direction) on the inner surface of the header. In our study, sufficiently large number of samples are obtained for each parameter, and the posterior mean (PM) of each parameter is used as point estimate of that parameter as

\[ \hat{\phi}_{PM} = E(\phi|T) \]  

(18)
We further smoothed out the point estimation by averaging over 20 seconds using a scheme similar to turbulent flow analysis. These estimated parameters are used to solve the governing transient heat conduction equation using a finite volume method (FVM).

Due to the complex nature of the physical heat transfer problem and use of the computationally intensive Markov chain Monte Carlo method, it took almost 2 weeks to complete all works presented in this study using a state-of-the-art desktop computer. Even though the proposed method is computationally expensive, the use of Bayesian inference over deterministic methods such as quasi-Newton, Gauss linearization or Gradient-based optimization methods is justified because the proposed Bayesian inference method considers sources of uncertainty available in the estimation process [46].

4. Results and discussions

4.1. Verification of FVM used for forward problem

As stated earlier, in each iteration of MCMC algorithm we need to know the model results from a forward problem. Thus, before estimating unknown parameters using the Bayesian inference framework, the accuracy of the numerical model used to solve the forward problem must be verified. In this study, the forward problem is an unsteady heat conduction in polar coordinate system, and we have developed an in-house finite volume code in R to solve the temperature distribution throughout the computational domain as shown in Fig. 1(b). Details about the numerical methods can be found in Refs. [47-49]. Briefly, the energy equation (Eq. 3) is discretized using central differencing scheme with \( \Delta r = 1.04 \text{ mm} \) and \( \Delta \theta = \pi / 192 \) (after performing grid independence study). For time marching, we have used an implicit scheme with time step of \( \Delta t = 0.5 \text{ sec} \).

For verification, we have solved the forward problem with insulating boundary condition at the outer surface, while the inner surface was subjected to a Robin boundary condition. The inner surface heat transfer coefficient is varied, along the circumferential direction, as \( h(\theta) = 1650 - 1350 \cos(\theta) \) and the steam temperature is varied at a rate of \( 10^3 \text{ C/min} \) until it reaches its maximum at 150°C. The steam header is assumed to be at \( T = 20^\circ \text{C} \) at the start of the heating process. Our numerical results are compared with the work of Duda [23], for identical initial and boundary conditions, where a finite element software, ANSYS, was used to calculate temperature distribution. The relative difference between our results and the results obtained by Duda is calculated for the first 120 sec of simulation. The relative difference is less than 5%, as shown in Fig. 3, verifying our in-house numerical model for the heat conduction problems with transient boundary conditions. The relatively small variation might be from the fundamental differences in schemes used for these two numerical formulations (finite volume vs finite element method). Moreover, the interpolation method used to find the temperature dependent material properties \( (C_p, k) \) might also lead to differences in temperature results with Ref. [23].

4.2. Outer surface temperature: forward model vs Bayesian model

Once the outer surface temperatures are calculated using the FVM, they are used as experimental temperatures in the inverse problem to estimate the steam temperature and convective heat transfer coefficients. The results from our reverse problem are presented in Fig. 4 along with the known values from the forward problem (aka experiment). Our predicted parameters are in very good agreement with known parameters (steam temperature and local heat transfer coefficient). These predicted parameters successfully reproduced the outer surface temperature of header, as shown in Fig. 5, verifying our Bayesian algorithm for reverse problem. We also studied the effects of measurement error in estimated parameters to establish the robustness of the proposed algorithm. Similar to Ref. [23], we have introduced an error in the outer surface temperatures with zero mean and a prescribed standard deviation. The standard deviation for this test is \( 1/12^{\text{th}} \) of the outer surface temperatures obtained from the forward problem described earlier. The inverse problem is solved for steam temperature and heat transfer coefficients, and the results are presented in Fig. 6. Albeit, due to an increase in measurement error, there are higher uncertainties in the estimated parameters (steam temperatures and local convective heat transfer coefficients). However, we found a very good agreement for the outer surface temperatures as shown in Fig. 7. Nonetheless, with additional experimental uncertainties, our Bayesian model can still capture the similar results for steam temperatures and heat transfer coefficients, as in Fig. 4, demonstrating the stability of the algorithm.

4.3. Estimated parameters

We have used the Bayesian approach described in section 3 to determine the unknown parameters of the current problem. For this problem, the unknown parameters include physical parameters such as steam temperature \( T_{st} \), convective heat transfer coefficients \( h \) at the inner wall and inner surface temperatures \( T_i \), as well as standard deviations \( \sigma \) of model error. Since the inner surface temperature can be obtained from the analysis of boundary condition, we reduced the number of unknown quantities by excluding inner surface temperature from the parameter vector. Therefore, we need to determine two sets of physical parameters: \( T_{st}, h \) and one set of model error, \( \sigma \). These unknown parameters are estimated by Bayesian method where we have used the experimental data (outer surface temperature) given in Ref. [23] as evidence.

Model error, \( \sigma \): The model error (\( \sigma \)) measures the difference between experimentally measured temperature and corresponding model prediction. In this work, the model error is calculated for 13 measurement points on the outer surface of the header (Table 1). In Bayesian approach, these model errors are estimated as a distribution instead of point estimate. Although all of these 13 values are not normally distributed, for simplicity, we represented these values as mean ± SD (standard deviation) similar to normal distribution. As represented in Table 1, the mean model errors are larger for points located in the lower part of the header. This implies that the differences between the modeled temperatures and measured temperatures are also larger for points located in the lower part of the header.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Model error between measured temperatures and corresponding prediction.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes, i</td>
<td>( \sigma ), (Mean ± SD)</td>
</tr>
<tr>
<td>O1</td>
<td>4.98 ± 2.39</td>
</tr>
<tr>
<td>O2</td>
<td>5.04 ± 2.32</td>
</tr>
<tr>
<td>O3</td>
<td>4.91 ± 1.80</td>
</tr>
<tr>
<td>O4</td>
<td>5.42 ± 1.20</td>
</tr>
<tr>
<td>O5</td>
<td>6.07 ± 0.37</td>
</tr>
<tr>
<td>O6</td>
<td>6.27 ± 0.91</td>
</tr>
<tr>
<td>O7</td>
<td>4.91 ± 2.82</td>
</tr>
<tr>
<td>O8</td>
<td>3.30 ± 2.40</td>
</tr>
<tr>
<td>O9</td>
<td>2.82 ± 0.53</td>
</tr>
<tr>
<td>O10</td>
<td>1.51 ± 1.00</td>
</tr>
<tr>
<td>O11</td>
<td>2.27 ± 0.55</td>
</tr>
<tr>
<td>O12</td>
<td>1.83 ± 0.26</td>
</tr>
<tr>
<td>O13</td>
<td>1.31 ± 0.11</td>
</tr>
</tbody>
</table>
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Fig. 4. Estimated parameters for numerical verification of the Bayesian inference. (a) Comparison of the (a) steam temperature and (b) heat transfer coefficient, $h$, between known values that are obtained from the forward model (Exp) and modeled results (Mod).

Fig. 5. Comparison of the outer surface temperature between experimental (calculated using the FVM) measurements (Exp) and Bayesian model (Mod).
Fig. 6. Estimated parameters with added errors. Comparison of the (a) steam temperature and (b) heat transfer coefficient, $h$, between known values obtained from the forward model (Exp) and Bayesian model (Mod). The error bar is given as mean $\pm$ 3SD.

Fig. 7. Comparison of the outer surface temperature between experimental (calculated using the FVM) measurements (Exp) with added measurement errors and modeled results (Mod).
Steam temperature, $T_{\text{th}}$: Fluid temperature at the inner side of a steam header is inaccessible, and the Bayesian technique provides an opportunity to estimate them. Fig. 8 presents the transient steam temperatures next to the 12 inner nodes ($n_2, n_3, \ldots, n_{13}$) calculated using the Bayesian inference framework. For better presentation of the results, these 12 nodes are divided into four groups: first group (nodes $n_2, n_6$ and $n_{10}$), second group (nodes $n_3, n_7$, and $n_{11}$), third group (nodes $n_4, n_8$ and $n_{12}$) and fourth group (nodes $n_5, n_9$, and $n_{13}$). The predicted results show that the steam temperature inside the header rises at first and after reaching a peak, it starts to decrease. It is due to the fact that the steam is supplied into the header for 580 sec before opening the exit valve. Although the rise in steam temperature for all the nodes follow almost the same trend, it is not the case when the temperature starts decreasing during the discharge process. This is because of two different types of flow as well as associated heat transfer mechanism. For instance, during the charging process, the pressure inside the chamber keeps rising and thus the temperature of the steam as well as condensed water inside the header rises. Though condensation starts occurring from the beginning, its effect is not visible as steam keeps on coming during the charging process. Since the water stays at the same temperature as the steam, the rise in temperature is same for all the nodes up to 580 sec. However, when the exit valve is open, the steam and the condensed water (at the bottom half) have different temperatures which is reflected by their significantly different temperature profiles. We also observed fluctuations in fluid temperature at all nodal points, which is a signature of Bayesian inference technique.

Heat transfer coefficient, $h$: Another parameter that impacts the heat transfer through the thick header wall is the convective heat transfer coefficient, $h$. Using the Bayesian inference technique, the local heat transfer coefficients of the inner fluid are estimated based on the measured temperatures at the outer surface of the header. Since the flow condition changes with time during the entire experiment, two different values of heat transfer coefficient are estimated for each node: one is for the charging process ($t \leq 580$ sec) and the other is for discharging process ($t > 580$ sec) assuming that the heat transfer coefficients remain constant during each process. The estimated heat transfer coefficient values for the 12 inner nodes are provided in Table 2 for both heating (charging) and cooling (discharging) process. For heating process, the lowest heat transfer coefficient is observed for node $n_2$ and the highest heat transfer coefficient is observed for node $n_{13}$. A similar trend
is noticed for the cooling process as well. However, both the highest and lowest values of the heat transfer coefficient for the cooling process are significantly lower (≈20 to 30%) than their heating counterparts. This is because of the different flow conditions during heating and cooling process.

It is also evident that the nodes located at the upper half of the inner surface (n8 – n13) have remarkably higher values of heat transfer coefficients than the nodes at the lower half (n2 – n7). At the upper nodes, due to the presence of hot steam, heat transfer coefficients tend to be higher, which means that heat is being transferred more rapidly. On the other hand, the opposite scenario is observed at the lower nodes, due to the presence of condensed water which indicates a slower rate of heat transfer. Due to phase change inside the header, there is an order of magnitude variation in heat transfer coefficients along the spatial location.

4.4. Validation of Bayesian inference

Once the unknown physical parameters, $T_d$ and $h$, are estimated, the efficacy of the proposed Bayesian approach is demonstrated by comparing the calculated temperature profiles at the outer surface of header with the experimental measurements from Ref. [23]. Fig. 9 shows the comparison between modelled and ex-

---

**Table 2**

Estimated heat transfer coefficients near the inner surface of the steam header.

<table>
<thead>
<tr>
<th>Nodes, i</th>
<th>Heat Transfer Coefficients, $h_i$ [W/m$^2$·°C] (Mean ± SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Charging Process ($t \leq 580$ sec)</td>
</tr>
<tr>
<td>n2</td>
<td>349.79 ± 16.08</td>
</tr>
<tr>
<td>n3</td>
<td>408.66 ± 38.48</td>
</tr>
<tr>
<td>n4</td>
<td>805.07 ± 53.43</td>
</tr>
<tr>
<td>n5</td>
<td>1166.45 ± 125.29</td>
</tr>
<tr>
<td>n6</td>
<td>1910.45 ± 137.53</td>
</tr>
<tr>
<td>n7</td>
<td>3573.76 ± 142.50</td>
</tr>
<tr>
<td>n8</td>
<td>4702.63 ± 137.83</td>
</tr>
<tr>
<td>n9</td>
<td>6033.40 ± 204.94</td>
</tr>
<tr>
<td>n10</td>
<td>6180.13 ± 692.91</td>
</tr>
<tr>
<td>n11</td>
<td>7682.06 ± 553.85</td>
</tr>
<tr>
<td>n12</td>
<td>8134.08 ± 632.43</td>
</tr>
<tr>
<td>n13</td>
<td>10073.99 ± 1577.80</td>
</tr>
</tbody>
</table>
Fig. 10. Predicted inner surface temperature profiles of the steam header with time at different locations. For maintaining clarity and better visibility, the profiles are divided into four different panels where the adjacent nodes are not shown in the same plot. The nodes located at the upper half maintain a significantly higher temperature profile than its bottom counterpart throughout the entire time span.

experimentally measured temperatures. Here the solid lines indicate the results from solving forward problem with estimated parameters (Mod) and the symbols represent the results obtained from the experiments (Exp) [23]. As mentioned earlier, the experimental measurements were taken on the 13 nodes of the steam header at its outer surface. Thus, the modeled temperatures are also calculated on the same 13 nodes. For illustration purpose, results from these 13 nodes were divided into four groups.

Although there are some differences between modeled and measured temperatures, as shown in Fig. 9, it is evident that the overall model results are very close to experimental measurements with small relative error. Interestingly, the modeled results exhibit both undershoot (a little bit lower than experimental temperature) and overshoot (a little bit higher than experimental temperature) behavior because Bayesian inference assumed an error with zero mean. For instance, the model temperatures seem to undershoot during the heating process and then starts to overshoot during the cooling process especially in the lower half of the steam header, though prediction is pretty close to experimentally observed values for upper half. The noticeable variation in the lower half is due to complex heat transfer phenomenon, such as phase change from steam to water along with accumulation of condensate from other parts of the header. These complex heat transfer mechanisms suggest that the heat transfer coefficient at a particular nodal point varies with time during the charging or discharging process. Since we assumed a constant heat transfer coefficient at a particular location throughout the charging or discharging process, we were not able to capture these discrepancies in the lower half of the header. A transient heat transfer coefficient (similar to steam temperatures) may reduce the discrepancies between modeled and experimental temperatures at the lower nodal points. But this will be computationally prohibitive since number of Markov chains will increase by 5000 times for a 2500 sec computation. Nevertheless, the current Bayesian model can capture the unknown steam temperatures and heat transfer coefficients, as well as complex heat transfer phenomena occurring inside the steam header.

4.5. Inner surface temperature

Once the steam temperature, $T_{st}$ and the heat transfer coefficient, $h$ are estimated by the Bayesian inference, the inner surface temperatures can be calculated by solving the forward problem using finite volume method. The calculated inner surface temperatures, $T_i$ are provided in Fig. 10 and presented in a way like Fig. 8 for better illustration. Similar to the steam temperature, the inner surface temperature first rises rapidly after coming in contact with the hot steam and reaches peak at around 580 sec. After that the temperature profile either flattens or starts to decrease. Also,
the \( T_i \) at lower node points are consistently lower than the upper node points. For instance, the nodes at the lower part of the header achieve the peak values around the temperature range of 90 to 130°C and finally come down to approximately 105°C. On the other hand, the nodes at the upper part achieve the peak around 148°C and finally come down to approximately 127°C. Middle nodes show identical behavior as the upper nodes for \( t \leq 580 \text{ sec} \), but their values are bounded by the upper and lower domain during the cooling phase.

The reason for the difference in inner surface temperature profiles can be described in a way similar to that of steam temperature. As stated earlier, the saturated steam (@ 10 bar) is continuously supplied into the chamber for 580 sec by keeping the exit valve closed. Due to high pressure inside the chamber, the steam is condensed at this temperature and starts being converted into water. But due to the influence of gravity, condensed steam largely settles down at the bottom and thus the lower nodes always seem to maintain lower temperatures. Due to this condensation effect, nodes (n1 – n6) don’t reach a temperature value higher than 135°C; but the nodes (n7 – n13) reach temperature values as high as 148°C which is very close to the steam temperature peak (150°C) as shown in Fig. 8.

4.6. Radial distribution of temperature

The temperature distribution in the radial direction is shown in Fig. 11 for three selected angular locations: \( \theta = -82.5^\circ \), 0 and 82.5° representing bottom, middle and top, respectively. At the beginning \( (t = 50, 150, 250 \text{ and } 375 \text{ sec}) \), the inner surface \( (r = r_i) \) has higher temperature because heat is transferred from steam to header through convective heat transfer mechanism. During the charging process, the temperatures gradually decrease from inner surface to outer surface, and finally become flat because of insulating boundary condition at the outer surface. The decrease of temperatures in radial direction is steeper at upper half than the middle or lower half. For all three angular positions, the highest temperature keeps increasing at the inner surface with time until the opening of the exit valve at \( t = 580 \text{ sec} \). Afterwards, the temperature profiles are different depending on the value of \( \theta \). For instance, at the top \( (\theta = 82.5^\circ) \), the profiles flatten out, which indicates that the inner and outer surface gradually reach the same temperature due to insulating boundary condition. However, for the bottom and middle portion \( (\theta = -82.5^\circ \text{ and } 0, \text{ respectively}) \), a slightly increasing trend is visible. This occurs because, at these locations, the inner surface temperatures don’t rise as much...
Fig. A1. Markov chains for steam temperature for node n2 at different times: (a) 10 sec, (b) 100 sec, and (c) 1000 sec. The corresponding histograms (after discarding the burn-in states) are given in (d), (e) and (f) respectively.

due to the presence of water and thus, heat transfer is directed from the outer surface to the inner surface and then to the inner fluid.

5. Conclusions

Often in real life, while tackling physical problems, a situation arises when it is either impossible or extremely difficult to extract information from a location that is not physically reachable. For such a situation, the Bayesian inference technique can be a tremendously helpful tool that can solve the problem from an entirely different perspective. In this study, a Bayesian inference framework is proposed based on the Markov chain Monte Carlo method to predict the steam temperatures and heat transfer coefficients at the inner side of a steam header.

The physical problem discussed in this work was based on the transient heat conduction through a steam header wall for which the parameters at the inner surface are estimated depending on
the information available for the outer surface. The model, after rigorous validation, is able to successfully estimate the transient temperature profiles of the supplied steam and clearly exhibited the difference in its behavior for the top and bottom half of the header. Due to the existence of two processes—charging and discharging, the convective heat transfer coefficient is estimated to be different which properly captures the differences between the two parts of heat transfer. Finally, the estimated steam temperature and the heat transfer coefficient are used to calculate the inner surface temperature of the header that also exhibited a difference between temperature profiles at the top and bottom half of the header. The variations of temperature profiles along the inner surface are mainly caused by the condensation of steam and its accumulation at the lower part due to gravity. The estimated steam temperature and the heat transfer coefficient are also used to predict the experimental measurements (surface temperature) on the outer surface. We observed correlated discrepancies in outer surface temperature since we updated all parameters at the same time during the Markov chain formation through Metropolis–Hastings algorithm. Single parameter modification in each step of Metropolis–Hastings algorithm (as described in ref [31]) may reduce the correlated residuals between modeled and experiment- temperatures. However, this will increase the computational time significantly since we have estimated a very large number of parameters in this complex heat transfer problem.

The presented Bayesian method can be applied for reducing the heat loss during the power block’s start-up and shut-down operations via optimization which may enhance the power block’s durability. The Bayesian framework can be further extended for more complicated systems such as conventional as well as nuclear power plants.

Declaration of Competing Interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Author contribution statement


Appendix A. Markov chains and histograms for node n2 at different time points

Usually, a very large number is considered as burn-in period for Markov chains but, for this study, only 1000 MC steps have been used (as depicted in section 3.4). For example, in our earlier work [29] or the study carried out by Choi et al. [46], 5 × 10^4 burn-in states were used. However, the use of very small burn-in states in this problem is justified as we have used very narrow, well-educated range for the unknown parameters. Essentially, we have created a Markov chain for steam temperatures at every time point. Therefore, for steam temperature at any spatial point, the number of Markov chains is equal to the number of time steps used in our model. On the other hand, we have considered the convective heat transfer coefficient as a two-step constant. Thus, for convective heat transfer coefficient at any spatial point, we have only two Markov chains. For steam temperature at node n2, the Markov chains are presented at different time steps in Fig. A1. For brevity, only one of the estimated parameters are shown at node n2, though the behavior is similar for other nodes and/or variables. As shown in Fig. A1. (a), (b), (c)), within 11000 MCMC accepted steps, temperatures converged to a well distributed Markov chain. The corresponding histograms after discarding the burn-in states are also shown in Fig. A1. ((d), (e), (f)). Since we used 1, 000 data points as burn-in states, 10, 000 states have been used in the posterior Markov chains. As shown in Fig. A1, some posteriors yield a normal distribution, whereas others exhibit the behavior of a gamma distribution with longer tail either at the lower or upper end. These results indicate that use of very small burn-in states and/or limited number of accepted MCMC steps are adequate for this problem.

References

[19] P.V. Konarev, E.N. Chukhovskii, V.V. Volok, To the solution of the inverse problem of X-Ray topo-tomography, computer algorithms and 3D reconstruction on the example of a crystal with a point defect of Coulomb type, Crystallograf Rep 64 (2) (2019) 191–200.


