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DETECTION OF BUGS IN MPI PROGRAMS USING A HYBRID APPROACH

Abstract
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MPI bugs are difficult to diagnose and fix. Traditional approaches for diagnosing MPI bugs attempt to reproduce the exact execution schedule which reveals the bug, resulting in high run-time overhead. In this thesis, we present our work in identifying bugs in MPI programs using a hybrid approach that leverages both static and dynamic analysis. The static approach is based on the LLVM IR (Intermediate Representation) file that we generate using the LLVM compiler [1]. Once we retrieve the LLVM IR we then parse the IR to gather information to trace the buggy code regions. For the dynamic analysis we have two approaches (Machine Learning-based approach and Rule-based approach). For the machine learning-based approach, we observed that resource access and consumption patterns are critical indications of the run-time behavior of concurrent software, and can be used as a powerful mechanism to guide the software debugging process. In our process to build a dynamic approach we first monitored the resource footprints at run-time and found that it can effectively help detect software bugs. Specifically, for MPI programs, a simple SVM classifier can detect deadlocks with high accuracy using only the CPU usage patterns. Therefore, in our dynamic analysis, we explore ways to detect bugs using resource consumption patterns.
Whereas, for the rule-based approach we do the run-time analysis of each of the children’s functions and the main function as well, by the aid of the profiling tool in-order to understand the measure performance bugs. For this approach we take user-defined rules such as how much time a particular function is to run for (lower bound and upper bound) and how many times it should be called, and based on this rules, we compare the rules with the actual run-time and give result whether the rules passed or fail. To evaluate our approach, we have carried out experiments to detect various bugs in different benchmarks such as CombBLAS, OpenFFT, and NAS Parallel benchmarks [2–4]. We were able to detect both the deadlock [5–8] and performance bugs [9–13] using our approach.
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Chapter 1

INTRODUCTION

Recent advances in hardware architectures, particularly multicore and manycore systems, implicitly require programmers to write concurrent programs that can be executed in parallel on multiple cores [14]. However, writing correct and efficient concurrent programs is challenging, and programmers make mistakes easily when writing concurrent programs. In addition, the notorious non-determinism of concurrent programs makes it difficult to diagnose and fix concurrency bugs. For decades, concurrency bug detection has been a challenging problem in the software community. Existing work has been using both static and run-time approaches to address this problem, such as code analysis and thread interleaving monitoring [15–17]. Most of the existing work only utilizes either the static approach [18–21] that detects bugs by searching specific performance anti-patterns in software, such as inefficient call sequences or loop patterns; or only the dynamic approach [8,22–27] that closely monitors run time application behaviors to infer root causes of performance problems in detecting of the bugs in the concurrent programs. Both approaches have their advantages and limitations.

Concurrent programs can be written using different techniques. In our work, we focus on MPI programs, which are widely used in HPC systems. The MPI [28] is a standard form of a library specification for passing data between processes. Concrete implementations
of this specification make it possible to distribute a computational task across nodes that communicate to collaboratively find a solution. Communication schema used in message passing can easily get complex and hard to survey. Even for a simple schema, a flaw can be introduced by overlooking a tiny detail. It is quite hard to deal with this sort of error, especially when the line of code increases. Also if we run these buggy programs and try to figure out the problem it might be hard to detect, as sometimes the program may compile and run normally without showing errors and provide us with results that we are not expecting of. One of the threats of MPI programs is the bugs that are hard to trace or detect. In this thesis, we present our work in identifying concurrency bugs in MPI programs using both the static (LLVM Compiler) [1] and dynamic (run-time analysis) approach. The static approach is the analysis of the program without actually executing programs. Whereas, dynamic approach is the analysis performed on programs while they are executing.

**Static Approach:** In the static analysis, we aim to detect bugs at compile-time, without having to read the source code. The static approach presented in the thesis is based on the LLVM IR file generated using the LLVM compiler [1]. The LLVM compiler is a set of compiler and toolchain technologies, which can be used to develop a front end for any programming language and a back end for any instruction set architecture. LLVM is designed around a language-independent intermediate representation (IR) that serves as a portable, high-level assembly language that can be optimized with a variety of transformations over multiple passes. LLVM is written in C++ and is designed for compile-time, link-time, run-time, and "idle-time" optimization. Through this approach, we present a feasible solution for bug detection by analyzing the LLVM IR (Intermediate Representation) of the source code. The main advantage of having such a bug detection technique is that the system run-time dependency and code dependency is reduced. As in the case of LLVM IR, we depend on the IR representation of the source code rather than depending on the actual code. This technique can be useful in the scenario where we do not have much information (e.g, no
error log, core dump). For this approach, we build checkers that help us in detecting the root cause of bugs without running the program. The checkers consist of rules for detecting bugs. One of the main reasons why we want to develop these methods to find errors is that even before running the program (during compile time), we would like to identify the cause of the bug, which in return would save us the system resources and time as we would not be running the buggy program. As in the case of HPC, running such a bug might cause a huge loss as it may fail to provide us results with proper accuracy, or in the worst scenario, it may hang the whole system. We may also generate the LLVM IR from the binary code of the program generated during the compile time. Once we retrieve the LLVM IR we then parse the IR to gather information to trace the buggy code regions. The buggy code regions are identified by the aid of the rules, each rule consists of checkers that identify the bugs in the program. Figure 1.1 shows the steps followed in a static approach for bug detection in MPI programs.

Dynamic Approach: In the dynamic approach, we detect bugs based on two approaches that are Machine Learning and Rule-based approach. For the Machine Learning approach,
we record the pattern of resources consumption footprint of the system during the run-
time of the program to detect bugs. Later the recorded pattern of resources consumption
footprint is fed to the machine learning module to detect the buggy pattern. This approach
is useful to detect bugs in the system which have stable workflow and known pattern from
the past [13, 29]. It can also be beneficial in case of detecting bugs in big servers and data
centers, where we could mine system logs [30–33] to find similar issues from the past. For
the Rule-based approach, we analyze the run-time of each function calls in-order to trace the
buggy functions. For this, we set up conditions such as for how long the program functions
are supposed to run for if called for a particular number of times. We set up the upper
bound and lower bound range for the run-time of the functions that need to be analyzed.
We analyze the actual run-time of each function in the program by the aid of profiling tools
and compare the with the conditions we had setup. Depending on the comparison between
the conditions and the actual run-time result we pass or fail the condition. Our dynamic
approach is very user friendly and interactive. It provides the user or developer an interface
to set up their own set of conditions or rules to detect bugs. In this approach, we assume that
the users or developers have some domain knowledge about the run time of the program, so
that they may set up their own rules for detecting bugs. Figure 1.2 shows the steps followed
in a dynamic approach for bug detection in MPI programs.

**Thesis Contribution:** In this section, we present our contributions to bug detection
in MPI programs. Most of the existing tools for bug detection in MPI are either static or
dynamic. Both Static and Dynamic approaches have its ways of bug detection. The bugs
detected by using only Static may not be able to detect bugs detected by using a dynamic
approach and vice-versa. Keeping it in mind we build a hybrid approach for bug detection
in MPI programs. The hybrid approach that we developed provides a better way to detect
bugs in MPI programs. Firstly, it is beneficial in case of detecting bugs in systems which
have stable workflow and known bug pattern from the past. It also provides the user or
developer with the flexibility to generate their own set of rules to detect bugs assuming that the user has domain knowledge about the run-time of the program. Moreover, it also provides a feature to detect bugs at the compile-time as well. Most of the existing static approach directly depends on the source code of the program, but in our case, the static approach relies on the LLVM IR.
Figure 1.2: Dynamic approach for bug detection in MPI programs.
Chapter 2

RELATED WORK

Bug detection in the MPI program can be achieved by using either the Static method or Dynamic method. In this section, we discuss related work on different static and dynamic methods used to detect bugs in MPI programs.

1 Static Analysis

The static analysis does the correction of the code based on static patterns of the source code. They do not consider any sort of run time evaluation. MPI checker [18] is a static bug detection tool for MPI programs. Static approaches have unique benefit over dynamic approaches, as they do not waste system resources as the correction or analysis of the program is done even before running the program. Moreover, in the case of a large parallel system, the run time analysis can be hectic as it seems to contain lots of synchronization among processes which might consume lots of time. The computational cost of static analysis on the other hand is unrelated to the number of processes and does not depend on results calculated at run time. Bugs are caught at compile time. The difference in the approach that we take is we do not directly analyze the code instead we emit the LLVM IR of the code by converting the
bitcode of the program using the Clang LLVM compiler [1]. The reason behind doing so is that server applications running inside production cloud infrastructures are prone to various bugs (e.g., deadlock, performance slowdown). When those problems occur, developers often have little clue to diagnosing those problems. But if we use our approach we do not require the source code and we may also apply our method of static analysis on both compiled and interpreted programs such as C/C++. LLVM IR is similar to that of assembly language and it provides us with much information to find bugs statically. MPI Check is another existing tool that does static analysis of bugs in MPI but it only aids in detecting bugs in MPI programs that are written in free or fixed format of FORTRAN 90 and FORTRAN 77. Whereas using our hybrid approach we can detect bugs for MPI programs written in any language. MPI-CHECK [34] is restricted to FORTRAN code and performs argument type checking or find problems like deadlocks. The disadvantages of these tools are that they are limited to special platforms or language bindings.

2 Dynamic Analysis

Dynamic analysis is the testing and evaluation of a program by executing data in runtime. The objective is to find errors in a program while it is running, rather than by repeatedly examining the code offline. In PFix [23] the bugs are correlated with the memory access patterns. It aids in most of the cases in detecting the root cause of the bugs. The idea is to identify a well-designed locking which makes the failure-inducing memory-access patterns impossible. But what makes our approach different from it is that our approach looks into every aspect, but PFix only focuses more on locking policies and does seem to avoid small issues such as what if there are type mismatch scenario. But in the case of the dynamic analysis performed by us, this is not the case it looks into a scenario such as execution time of each of the functions along with its function calls and provides the
user with information about which particular function call could be the cause of error or performance issue. While for known types of bugs from the past it records the resources consumption pattern and aids in bug detection. ParaStack [22] is a parallel tool based on a stack trace that judges a hang by detecting dynamic manifestation of the following pattern of behavior—persistent existence of very few processes outside of MPI calls. Since processes iterate between computation and communication phases, a persistent dynamic variation of the count of processes outside of MPI calls indicates a healthy running state while a continuous small count of processes outside MPI calls strongly indicates the onset of a hang. Based on execution history, ParaStack builds a runtime model of count that is robust even with limited history information and uses it to evaluate the likelihood of continuously observing a small count. A hang is verified if the likelihood of persistent small count is significantly high. The approach differs from our approach as para stack heavily depends on MPI in and MPI out time which can cause a lot of issues if we don’t have the exact information also they are only able to trace only deadlock scenario but in our case, we not only look at deadlock but also into performance bugs caused in the program. Moreover, in case of Parastack, it also seems that we need to run the program and analyze at each step the MPI calls, which can be bit tedious and hard to do every time as a large parallel program may have many MPI calls and different scenarios that lead to cause problems, and para stack being heavily dependent on runtime can waste time and resources but instead what we do in case of our approach is that we would analyze the program runtime and provide the user with feasibility to set up their own rules for detecting bugs. Umpire [35] is a tool that monitors the MPI operations of an application by interposing itself between the application and the MPI runtime system using the MPI profiling layer. Umpire then checks the application’s MPI behavior for specific errors. Umpire is limited to shared memory platforms. Performance-wise Umpire takes much time to detect bugs. It would also slow down the applications. While our approach does not lower the application performance as
it gathers information that is only required by users. Our approach provides the user to set up rules on which specific part of the application function do they want to test, as a result, our approach does not slow down the application or the program.

3 Hybrid Analysis

The HYTRACE [36] is a hybrid approach which uses both the approach of having static analysis and dynamic analysis. But what makes our hybrid analysis better than the HYTRACE is the fact that we do not only focus on certain program bugs but we look into MPI bugs and bugs related to all the other programs as our dynamic analysis provides the freedom for the user to set rules of their own to check bugs. Moreover, HYTRACE depends on the conformation of both dynamic and static analysis to detect or approve that the code is buggy. This usually is because their static analysis is not precise enough to detect the bugs during the compile-time period. Whereas in our case, we believe that our approach can precisely detect what is the root cause or what may be the cause of the buggy scenario of the application. Our approach is a mixer of the state of the art of the MPI checker and Hytrace, which seems to overcome the drawbacks of both by providing more precise results. Our approach also records the past bugs resources consumption, which provides an easy bug fix of the known bugs from the past if encountered in the future.
Table 2.1: Comparison of existing tools.

<table>
<thead>
<tr>
<th>Tools</th>
<th>MPI_Checker</th>
<th>PFix</th>
<th>Parastack</th>
<th>HYTRACE</th>
<th>Our Tool</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dynamic</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>User defined rules</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>Language Independence</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
</tbody>
</table>

The table 2.1 shows the comparison of the existing tools with our tool.
Chapter 3

SYSTEM DESIGN

The Message Passing Interface (MPI) [28] is commonly used to write parallel programs for distributed memory parallel computers. One of the threats of parallel programs is the bugs that are hard to trace or detect. In high-performance computing, clusters are built by interconnecting a large number of computing nodes to aggregate computing power. Based on this hardware framework, a model for parallel programming called message passing evolved which realizes communication between nodes. During the communication between processes in MPI programs, we encounter bugs. In this section, we present the system design of the Hybrid (Static and Dynamic) approach developed by us for detecting bugs in MPI programs.

1 Static Approach Design and Implementation

For the static approach, we rely on the LLVM IR generated by the LLVM compiler and rules that help us in detecting the root cause of buggy issues without running the program. One of the main reasons why we want to develop this method to find errors is that even before running the program, we would like to identify the cause of the bug, which in return would save us the system resources and time as we would not be running
the bugged program. As in the case of HPC, running such a bug might cause a huge loss as it may fail to provide us results with proper accuracy, or in the worst scenario, it may hang the whole system. Cloud computing infrastructures have become increasingly popular by allowing users to access computing resources cost-effectively. In such cases, developers often have a little clue (such as error log, core dump report, etc.) to localize or to diagnose those problems. The other factor that guided us to perform such a method was, what if the server applications running inside production cloud infrastructures are prone to such various performance problems (Software hang, Performance issues, etc.). The method described does not require source code and can be applied to both compiled and interpreted programs such as C/C++.

LLVM [1] is a compiler infrastructure that allows developers to examine code as it’s being compiled. We have implemented the LLVM compiler to our static analysis. LLVM can provide the middle layers of a complete compiler system, taking intermediate representation (IR) code from a compiler and emitting an optimized IR. This new IR can then be converted and linked into machine-dependent assembly language code for a target platform. LLVM can accept the IR from the GNU Compiler Collection (GCC) toolchain, allowing it to be used with a wide array of extant compilers. LLVM can also generate relocatable machine code at compile-time or link-time or even binary machine code at run-time. Using the LLVM compiler we can also generate the LLVM IR even from the binary code of source code. Depending on the availability of the source code or binary code, the approach firstly converts the source code or the bit code of the source code into an optimized IR. After the IR is generated we implement our checkers on the LLVM IR to check for bugs. Below we present the implementation of rules on LLVM IR to detect bugs.
1.1 Type Mismatch

For the data to be transferred between the processes in MPI we need to always define an MPI datatype. Using the MPI datatype tags, which enable communication between distinct processors which run on machines that have different memory representations of a type. If there is a mismatch between the actual data type of the buffer and MPI data type it would lead to some serious miscalculation or data transfer. All datatype and MPI_Datatype are represented by special numbers and characters in the IR representation. The rule Type Mismatch checks through the IR of the source code and detects if there are any buffer data type and MPI data type mismatch while we do send and receive between processes. If any mismatch is detected the rule notifies the user about it.

```c
int number;

if (mpi_rank == 0) {
    number = 1;
    MPI_Send(&number, 1, MPI_DOUBLE, 1, 0, MPI_COMM_WORLD);
}
else if (mpi_rank == 1) {
    MPI_Recv(&number, 1, MPI_DOUBLE, 0, 0, MPI_COMM_WORLD,
             MPI_STATUS_IGNORE);
}
```

Figure 3.1: Type Mismatch

Figure 3.1 shows how a type mismatch looks like. In the figure, we can see a buffer number with datatype integer, but when a send and receive is done in MPI, the MPI datatype and buffer data type does not match which leads towards the transfer of incorrect value in MPI.

1.2 Unreachable Call Check

The unreachable calls can lead to the deadlock scenario in the case of MPI. In the unreachable call check rule, we trace for cases where send calls are being not acknowledged by receive calls. For this rule to function, we first scan through the LLVM IR and check if
the send and receive calls are equal in numbers, if there are an equal number of sends and receive calls made. The next factor we look into is whether the send calls are made before receive calls or not. As in case of this calls the first operation needs to be a send operation whereas the second one must be a receive operation. When a send operation is matched with a reception, the operation is marked and the algorithm continues to search a matching receive for the next send. If in case there is no matching receive and send calls or if the receive call was made before sending call we discontinue searching and report the user or developer about the issue, which is whether there was uneven send and receive calls made or a receive call was being made before sending the call.

```c
int number;
if (mpi_rank == 1) {
    MPI_Recv(&number, 1, MPI_DOUBLE, 0, 0, MPI_COMM_WORLD, 
              MPI_STATUS_IGNORE);
}
else if (mpi_rank == 0) {
    number = 1;
    MPI_Send(&number, 1, MPI_DOUBLE, 1, 0, MPI_COMM_WORLD);
}
```

Figure 3.2: Unreachable Call Check

Figure 3.2 shows how an unreachable call check could occur in an MPI program. Here we can observe that the receive call is made before a send call which leads towards the deadlock scenario.

### 1.3 Unmatched Point To Point Call Check

The unmatched point to point call rule aids us in tracing which process is sending and which process is in the receiving end. It validates if any point to point operations are without a matching partner. This is the case if a send call has no matching receive call. The algorithm constructed for this rule first searches for a send call being done from a process, after that
it searches for its matching receive call. If the match is not found then we report it to the user or developer that there was no matching receive call for a send call.

```c
int number;
if (mpi_rank == 4) {
    number = 1;
    MPI_Send(&number, 1, MPI_INT, 5, 0, MPI_COMM_WORLD);
} else if (mpi_rank == 5) {
    MPI_Recv(&number, 1, MPI_INT, 0, 0, MPI_COMM_WORLD,
             MPI_STATUS_IGNORE);
}
```

Figure 3.3: Unmatched Point To Point Call Check

Figure 3.3 shows how an unmatched point to point call check may occur. In the above figure, process 4 is trying to send the value of the buffer to process 5 but process 5 is waiting to receive buffer value from process 0 which results in a deadlock scenario.
Figure 3.4: Static Approach Work Flow

Figure 3.4 shows how our Static Analysis approach works. It represents the overall workflow of our static approach. Firstly, we compile the source code of the program using the LLVM compiler, which generates the bitcode of the source code. After doing so we convert the bitcode to the LLVM IR in which we apply the static analysis rules to trace buggy regions. Once the buggy region is detected we inform the user about the type of bugs detected while performing the static analysis.
2 Dynamic Approach Design And Implementation

The Dynamic approach presented here is based on two approaches: Machine Learning-based approach and rule-based approach. The Machine learning-based approach is useful for the servers and data centers that have stable workflow and known bugs pattern from the past. While the rule-based approach is useful in cases where the user has more domain knowledge about the run-time of the programs and application.

2.1 Machine Learning-Based Approach

In this section, we present the machine learning-based approach. The dynamic analysis for this approach is based on a resource consumption footprint. MPI is widely used in the high performance computing community. One of the common bugs in MPI programs is a deadlock, due to the fact that several usage patterns of MPI can lead to this type of bug. Therefore, we choose deadlocks in MPI programs to demonstrate how resource consumption traces [37,38] can be used to identify bugs at run-time. To explore the potentials of detecting deadlocks using run-time resource consumption patterns, we train various machine learning models [12, 39] using a dataset containing both normal and deadlocked executions. The dataset is obtained as follows: 1) we trigger the system profiling tool; 2) we execute the MPI program, and record the run-time resource consumption in a file; 3) we preprocess the data file and use three main parameters: process id (PID), CPU usage in percentage (%CPU), and Timestamp. Using this method, we collect 200 execution traces, among which 100 are normal executions, and another 100 are executions with deadlocks. These traces form the dataset we use to train and test the machine learning models. To investigate the correlations between resource consumption patterns and the deadlock, we choose two different machine learning methods, SVM and K-nearest neighbors, both are widely used for supervised classification purposes. For training, we use 80% of the data and use the rest of 20% for testing.
The figure 3.5 represents the steps in the machine learning-based approach. Firstly we run the system profiling tool to trace the system resources consumption during the execution of MPI programs (bug-free and bug injected program). After recording the data we preprocess it to build and train the machine learning model. Later we use the trained model to identify similar known bugs from the past.

### 2.2 Rule Based-Approach

In this section, we discuss the other part of the dynamic approach which is rule based-approach. In the rule based-approach, we trace the execution time [22,38] and function calls
made in the program. The dynamic analysis we present here aids in the tracing of MPI bugs that exist in the source code, which could sometime be failed to be understood by the user or developer. We trace the execution time and each function calls of the user through the profiling tool. Profiling allows us to investigate both the execution trace in terms of both the execution time and function calls. This information can show us which pieces of our program are slower than we expected, and might be candidates for rewriting to make our program execute faster. It can also tell us which functions are being called more or less often than we expected. This may help us spot bugs that had otherwise been unnoticed.

For tracing the MPI bug using the above approach the algorithm works as follows. The user or developer first sets the rules on the rule book text file (The rule book consists of which function to check for, the min and max range of the function execution time and the number of times a particular function being called for.) about how long or how precisely do they believe that the particular function should execute for, given a particular number of times the function is being called in the program. After doing so we execute the program, along with the profiling tool, and compare the rule set up by the user with the data extracted using the profiling tool. Based on the comparison between the rule set up by the user and the data extracted from the profiling tool we get output for the rules. The output would consist of whether the rules passed or failed. Above we present two tables one representing the rule book file 3.1 and the other representing the output 3.2. The field Function name represents the name of the function which the user wants to test. The Min and Max run-time is used to set up the range of execution period of the particular function. The run-time is measured in seconds. The calls field defines how many times a function has been called. Lastly, the result column declares whether there are any differences between the user and the actual run-time range. On this basis, the user gets notified of whether the rule passed or failed.
Table 3.1: Rule Book where the user sets the rules.

<table>
<thead>
<tr>
<th>Serial No.</th>
<th>Function_Name</th>
<th>Min_run-time</th>
<th>Max_run-time</th>
<th>Calls</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>main</td>
<td>0.00</td>
<td>0.00</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Pro5</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>dboard</td>
<td>0.02</td>
<td>0.08</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>sumup</td>
<td>0.00</td>
<td>0.05</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3.2: Output displaying the result.

<table>
<thead>
<tr>
<th>Serial No.</th>
<th>Function_Name</th>
<th>Min_run-time</th>
<th>Max_run-time</th>
<th>Calls</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>main</td>
<td>0.00</td>
<td>0.00</td>
<td>0</td>
<td>Passed</td>
</tr>
<tr>
<td>2</td>
<td>Pro5</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>Passed</td>
</tr>
<tr>
<td>3</td>
<td>dboard</td>
<td>0.02</td>
<td>0.08</td>
<td>100</td>
<td>Passed</td>
</tr>
<tr>
<td>4</td>
<td>sumup</td>
<td>0.00</td>
<td>0.07</td>
<td>2</td>
<td>Failed</td>
</tr>
</tbody>
</table>

Table 3.3: Static and Dynamic Bug Detection with cause and effects.

<table>
<thead>
<tr>
<th>Serial No.</th>
<th>Static/Dynamic</th>
<th>Bug Type</th>
<th>Root Cause</th>
<th>Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Static</td>
<td>TypeMismatch</td>
<td>Buffer_DataType and MPI_Datatype mismatch.</td>
<td>Transfer of Wrong data between processes.</td>
</tr>
<tr>
<td>2</td>
<td>Static</td>
<td>Unreachable call check</td>
<td>A receive call is made before send call.</td>
<td>Hang</td>
</tr>
<tr>
<td>3</td>
<td>Static</td>
<td>Unmatched point to point call check</td>
<td>A send call has no matching receive call</td>
<td>Hang</td>
</tr>
<tr>
<td>4</td>
<td>Dynamic</td>
<td>Deadlock</td>
<td>Incorrect use of send and receive calls.</td>
<td>Hang</td>
</tr>
<tr>
<td>5</td>
<td>Dynamic</td>
<td>Performance</td>
<td>Use of infinite loops or unnecessary function calls.</td>
<td>Execution Time increases along with system resources use.</td>
</tr>
</tbody>
</table>
Table 3.4: Different Static and Dynamic techniques for Bug Detection:

<table>
<thead>
<tr>
<th>Serial No.</th>
<th>Static/Dynamic</th>
<th>Bug Type</th>
<th>Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Static</td>
<td>TypeMismatch</td>
<td>Checks for the mismatch between Buffer_DataType and MPI_Datatype.</td>
</tr>
<tr>
<td>2</td>
<td>Static</td>
<td>Unreachable call check</td>
<td>Checks if send calls are made before receive calls or not.</td>
</tr>
<tr>
<td>3</td>
<td>Static</td>
<td>Unreachable call check</td>
<td>Validates if any point to point operations are without a matching partner.</td>
</tr>
<tr>
<td>4</td>
<td>Dynamic</td>
<td>Deadlock</td>
<td>Traces the CPU usage during the run-time of the program which aids in deadlock detection.</td>
</tr>
<tr>
<td>5</td>
<td>Dynamic</td>
<td>Performance</td>
<td>Traces the run-time and function calls of each function and compares it with the user defined rules(runtime,function call) to check if there is any performance bug at a function level.</td>
</tr>
</tbody>
</table>
Chapter 4

EVALUATION

1 Experimental System

In this section, we present the use of our hybrid approach to detecting bugs in the MPI programs through a series of experiments. The experimental system and experimental results are explained, respectively.

1.1 Static Approach

For the bug detection in the MPI program using the static approach, we tested the idea onto benchmarks such as CombBLAS (The Combinatorial BLAS) [3] and OpenFFT [4]. CombBLAS is an extensible distributed-memory parallel graph library offering a small but powerful set of linear algebra primitives specifically targeting graph analytics. While OpenFFT is an open-source parallel package for computing multi-dimensional Fast Fourier Transforms (3-D and 4-D FFTs) of both real and complex numbers of arbitrary input size. In the case of the CombBLAS we were able to trace bug related to Type mismatch. At first, when we compiled the program, it compiled completely fine. But then when we diagnosed the program with the help of our static approach rules, we found out that instead of
the MPI LONG LONG the MPI datatype tag MPI INT64 T should have been used.

```c
int64_t * localcounts = new int64_t[nprocs];
localcounts[rank] = totrecv;
MPI_Allgather(MPI_IN_PLACE, 1, MPI_LONG_LONG, localcounts, 1, MPI_LONG_LONG, World);
int64_t glenuntil = std::accumulate(localcounts, localcounts+rank, static_cast<int64_t>(0));
```

Figure 4.1: Type Mismatch

The figure 4.1 displays the MPI bug. The bug that got detected was, the buffer has an int64_t datatype which when converted to MPI datatype should be (MPI_INT64_T), and in LLVM IR the code name for it is 1275070522 but when we compile the program and run the rule, instead of getting 1275070522 we see that the LLVM IR check detects 1275070473 which is an IR code for MPI_LONG_LONG, hence there was a type mismatch.

For the second experiment, we tested our static approach in the **OpenFFT** benchmark. For OpenFFT no MPI related bugs were found. We followed the same procedure for the OpenFFT test case as well. Since no bugs were detected in the OpenFFT, we decided to inject some of the known bugs into it and explore if we could detect the injected bugs. Below we present the types of bugs injected into the OpenFFT benchmark.

```c
int Num_Snd_Grid_CA2CB;
if(MPI_Comm_rank == 10){
    MPI_Send(&Num_Snd_Grid_CA2CB, 1, MPI_INT, 12, 0, mpi_comm_level1);
}
elseif(MPI_Comm_rank == 12){
    MPI_Recv(&Num_Snd_Grid_CA2CB, 1, MPI_INT, 14, 0, mpi_comm_level1);
}
```

Figure 4.2: Bug Injection

In figure 4.2 we present the bug injected to the OpenFFT benchmark. From the above bug, we can see that process 10 is trying to send the buffer value of Num_Snd_Grid_CA2CB to process 12 with a tag of 0. Whereas process 12 is expecting to receive the value of
the buffer Num_Snd_Grid_CA2CB from process 14 which does not even exist as a result a
deadlock scenario is detected, as both the sending process and receiving process do not have
a matching send or receive calls.

For the detection of the bug in both the benchmark tool, the algorithm works as follow:
1) First we compile the program using the LLVM compiler (The LLVM compiler provides
us with the bit code of the program, which is generated based on the compiled source code.)
2) On the next step, we generate the LLVM IR (Intermediate representation of the source
code.) through the bit code of the program. The LLVM IR is similar to that of the assembly
language. 3) Once the LLVM IR is generated we scan for the buggy code region in the LLVM
IR of the source code by executing our rules for bug detection. 4) After execution of the
rules for bug detection, if any sort of bug is detected, it gets reported to the developer, or
a flag is raised to inform about which bug was detected during the bug scanning. The only
difference between the CombBLAS and the OpenFFT benchmark bug detection testing was
the addition of the stage of bug injection. Since no bugs were detected in the OpenFFT
benchmark, we had to self inject the bug into the OpenFFT benchmark. Figure 4.2 represents
the bug we injected into the OpenFFT benchmark. The effect of the bug that we injected to
the OpenFFT benchmark was, a deadlock scenario was created as both the processes were
not able to acknowledge the send or receive calls.

1.2 Dynamic Analysis

For the dynamic analysis, we tested our tool on NAS Parallel Benchmarks [2]. The
NAS Parallel Benchmarks (NPB) are a small set of programs designed to help evaluate the
performance of parallel supercomputers. The benchmarks are derived from computational
fluid dynamics (CFD) applications and consist of kernels and pseudo-applications in the
original ”pencil-and-paper” specification. Problem sizes in NPB are predefined and indicated
Table 4.1: Run-time analysis of bug-free NPB program with different problem size:

<table>
<thead>
<tr>
<th>Min-Runtime</th>
<th>Max-Runtime</th>
<th>Size</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>1</td>
<td>8388608</td>
<td>A</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>33554432</td>
<td>B</td>
</tr>
</tbody>
</table>

Table 4.2: Run-time analysis of NPB program with different problem size after bug injection:

<table>
<thead>
<tr>
<th>Bug-injected</th>
<th>Min-Runtime</th>
<th>Max-Runtime</th>
<th>Size</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type mismatch</td>
<td>0</td>
<td>0</td>
<td>8388608</td>
<td>A</td>
</tr>
<tr>
<td>Type mismatch</td>
<td>0</td>
<td>0</td>
<td>33554432</td>
<td>B</td>
</tr>
<tr>
<td>Performance bug</td>
<td>1.03</td>
<td>1.53</td>
<td>8388608</td>
<td>A</td>
</tr>
<tr>
<td>Performance bug</td>
<td>4.12</td>
<td>4.64</td>
<td>33554432</td>
<td>B</td>
</tr>
</tbody>
</table>

as different classes. Since no bugs were detected in the NAS Parallel Benchmark, we injected bugs to it. For the problem size of the NAS Parallel Benchmark, we used two classes problem size (A and B). Before injecting the bug to the benchmark we traced the execution time of the program. The traced range of the execution time of the program was provided to the rule book. Then in the next step, we injected the bug to the program and compared the execution time with the bug-free program execution time. Two types of bugs were injected into the MPI program. The first bug we injected was the type mismatch bug and the second was the performance bug. As we ran our dynamic analysis to test for the detection of the bug in both the scenario, we were able to detect the bug. The maximum and minimum range was traced for all the testing process.

In the Table 4.1 we present the bug free NPB program execution time. All the run time are measured in seconds. Here we have two problem size of class A and B. The size column denotes the actual size of the problem. In the Table 4.2 we present the run time of the NPB program after injecting bug to it. It is clearly visible from both the Table that there is an effect in the run time of the program before and after the bug is injected.
Below we present another part of the dynamic analysis. The approach is based on a resource consumption footprint. MPI is widely used in the high performance computing community. One of the common bugs in MPI programs is a deadlock because several usage patterns of MPI can lead to this type of bug. Therefore, we choose deadlocks in MPI programs to demonstrate how resource consumption traces can be used to identify bugs at runtime. To this end, we use MPI to implement a Monte Carlo simulation [40] for calculating mathematical constant $\pi$. The algorithm works as follows. We first generate a large number ($n$) of random points with coordinates within a unit square, i.e., a square with side length 1. We then calculate the number ($m$) of points that fall into the incircle of the unit square. Statistically, when $n$ is large enough, we can use $4(m/n)$ to estimate the value of $\pi$. This algorithm allows flexible configuration for the amount of computation and level of concurrency.

```c
if(task id == 0){
    MPI_Recv(&pi,1,MPI_DOUBLE,1,0,MPI_COMM_WORLD,MPI_STATUS_IGNORE);
    MPI_Send(&pi,1,MPI_DOUBLE,1,0,MPI_COMM_WORLD);
}

if(task id == 1){
    MPI_Recv(&pi,1,MPI_DOUBLE,0,0,MPI_COMM_WORLD,MPI_STATUS_IGNORE);
    MPI_Send(&pi,1,MPI_DOUBLE,0,0,MPI_COMM_WORLD);
}
```

Figure 4.3: Deadlock Injection

We then inject a deadlock [41–43] to the MPI program. Figure 4.3 shows how deadlock is implemented. A recv-recv deadlock occurs due to incorrect use of `send` and `receive`. Using system profiling tools, we can retrieve the system resource consumption traces for both the correct program and the program with a deadlock injected. To illustrate the effect of the injected deadlock on resource consumption at runtime, we use CPU usage as an example. Figure 4.4 shows the runtime CPU usage traces for both the correct program and the program.
with deadlock. It can be seen that the execution with deadlock has a different CPU usage pattern, comparing to the normal execution. We are interested in investigating whether the resource consumption patterns can be used in detecting bugs.

To explore the potentials of detecting deadlocks using runtime resource consumption patterns, we train various machine learning models using a dataset containing both normal and deadlocked executions of the $\pi$ calculation. The dataset is obtained as follows: 1) we trigger the system profiling tool; 2) we execute the MPI program, and record the runtime resource consumption in a file; 3) we preprocess the data file and use three main parame-
eters: process id (PID), CPU usage in percentage (%CPU), and Timestamp [44, 45]. Using this method, we collect 200 execution traces, among which 100 are normal executions, and another 100 are executions with deadlocks. These traces form the dataset we use to train and test the machine learning models. To investigate the correlations between resource consumption patterns and the deadlock, we choose two different machine learning methods, SVM and K-nearest neighbors, both are widely used for supervised classification purposes. For training, we use 80% of the data and use the rest of 20% for testing.

Several approaches were attempted to create a structure which accurately portrayed the usage of resources throughout the entire run-time of a given file. Considering the wide variability of CPU usage of individual processes within each run-time, statistical measurements were observed to best display the differing patterns between deadlocked and bug-free files. The overall CPU usage of a file during a run-time was used as a unit to compute these measurements and their values were added as features, in addition to the raw features provided in the data file. The measurements include the median, mean, standard deviation, variance, and overall sum.

Many classification algorithms, including SVM and K-nearest neighbors, provide a more accurate prediction when features are normalized. Often datasets will contain feature values that highly vary in range and magnitude, which can cause miscalculations. Therefore, feature scaling is a common practice of preprocessing data in machine learning. Scaling transforms feature values so that they are centered around zero which allows the variance of the features to be in the same range. For comparison purposes, we have carried out two sets of experiments, one without scaling, one with scaling. The scaled values were computed using StandardScaler, which standardizes the features by subtracting the mean from each value and then dividing it by the standard deviation of the whole set.

Table 4.3 shows the experimental results. For both learning methods, the scaling [46] process helps to improve the prediction performance, achieving an overall 95%+ accuracy.
### Table 4.3: Deadlock Detection Accuracy

<table>
<thead>
<tr>
<th>Learning Methods</th>
<th>Preprocessing settings</th>
<th>Accuracy (deadlock)</th>
<th>Accuracy (overall)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>No scaling</td>
<td>100%</td>
<td>70%</td>
</tr>
<tr>
<td></td>
<td>Scaling</td>
<td>100%</td>
<td>95%</td>
</tr>
<tr>
<td>K-Nearest Neighbors</td>
<td>No scaling</td>
<td>80%</td>
<td>90%</td>
</tr>
<tr>
<td></td>
<td>Scaling</td>
<td>100%</td>
<td>97.5%</td>
</tr>
</tbody>
</table>

It is worth noting that even without scaling, SVM can detect all deadlocked traces using the CPU usage patterns. These results illustrate that resource consumption patterns are promising features for detecting software bugs at run-time. The above approach is useful in the case where the pattern [47] of resource consumption is known or in scenarios where we encounter similar bugs from the past.
Chapter 5

CONCLUSION AND FUTURE WORK

Diagnosing and fixing MPI bugs has long been a challenging problem in the software community. In this thesis, we present our work in detecting MPI bugs by using a hybrid approach. For the static approach, we detect bugs at compile time with the help of LLVM IR. This technique of handling the bugs would reduce both the run-time and the dependency on source code which results in a completely new method to detect bugs in MPI. Moreover having such a technique provides the developer with a lot of information as the optimized LLVM IR almost look-alike to the source code. It is fairly readable. The optimized LLVM IR also provides us with information on the target triple stating on which machine we are running our code. It provides us with more details on the compile level to understand what’s going on during our program compilation as well. While for the dynamic approach we introduce two types of approach, Machine Learning-based approach, and rule-based approach. In the case of a rule-based approach, we trace the execution period of the program and compare it with the user estimated execution period to notify if any bug was detected during the run time of the program. While in Machine Learning-based approach we look into the system
resources consumption pattern at runtime. The approach is beneficial in case of detecting bugs in systems which have stable workflow and known bug pattern from the past. It also provides the user or developer with the flexibility to generate their own set of rules to detect bugs assuming that the user has domain knowledge about the run-time of the program. For future work, we would like to add more rules for static bug detection. Moreover, we also want to make our approach not to be used only for detecting bugs in the MPI program but for all sorts of programming languages. Whereas for the dynamic approach we would like to look into what other resources patterns that could be helpful in the detection of the bugs in the MPI programs.

The total time it takes for our rule-based approach to analyze the bugs in the program is equivalent to the total run-time of the program and the time taken for the comparison of the user-defined run-time with real run-time.

Table 5.1 shows the run-time of different NPB benchmarks. All the benchmarks (CG, EP, BT, and LU) are written in Fortran. The max-runtime and min-runtime are represented in seconds. Class A represents a standard test problem size. With our tool, we were even able to analyze the programs written in Fortran.

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Min-Runtime</th>
<th>Max-Runtime</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>CG</td>
<td>1.21</td>
<td>2.4</td>
<td>A</td>
</tr>
<tr>
<td>EP</td>
<td>12.54</td>
<td>13.98</td>
<td>A</td>
</tr>
<tr>
<td>BT</td>
<td>61.21</td>
<td>65.67</td>
<td>A</td>
</tr>
<tr>
<td>LU</td>
<td>40.23</td>
<td>43.54</td>
<td>A</td>
</tr>
</tbody>
</table>
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